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RESUMO

Alguns distarbios podem prejudicar a estabilidade e gerar oscilagdes eletromecanicas
nos sistemas elétricos de poténcia. Neste trabalho, € apresentado um projeto de controlador
robusto que possui como principal objetivo amortecer os modos de oscilages
eletromecénicas e garantir estabilidade ao sistema. Com o intuito de assegurar a robustez do
controle, foi utilizado um método para selegdo dos pares entrada-saida mais significativos do
sistema, usando valores singulares e Matriz de Ganhos Relativos. Para atuar no sistema
selecionado, foram utilizados controladores do tipo H,,. Aqui, o controlador projetado foi de
baixa ordem e os seus parametros foram ajustados utilizando Recozimento Simulado. Foi
feita uma analise estatistica dos parametros; a partir da sua validacdo, os controladores foram
sintonizados e observou-se que o sistema foi amortecido e atendeu & condigéo de robustez.
Foi feita, ainda, uma comparacdo do resultado com outros métodos de otimizacgdo; o
Recozimento Simulado apresentou um bom desempenho comparativo. Além disso, foram
simuladas situagfes atipicas no sistema para analisar a robustez. Houve uma boa reagdo a
variacdo da poténcia de intercdmbio até um valor de 10%, mas ndo se observou eficacia do
controle quando houve a retirada de um controlador. Percebeu-se, assim, que o controlador

projetado se mostrou eficiente para incertezas ndo elevadas.

Palavras-chave: Sistemas de Poténcia; Estabilidade; Recozimento Simulado.



ABSTRACT

Some disturbances can impair stability and generate electromechanical oscillations in
electrical power systems. In this work, a robust controller design is presented, whose main
objective is to dampen the electromechanical oscillation modes and ensure system stability.
In order to ensure the robustness of the control, using a method for selecting the most
significant input-output pairs of the system is proposed, using singular values and Relative
Gains Matrix. To act on the selected system, H,, type controllers are used. Here the designed
controller was of low order and its parameters were adjusted using Simulated Annealing. A
statistical analysis of the parameters was made; from its validation, the controllers were tuned
and it was observed that the system was dampened and met the robustness condition. A
comparison was also made of the result with other optimization methods; Simulated
Annealing showed a good comparative performance. In addition, atypical situations were
simulated in the system to analyze the robustness. There was a good reaction to the variation
in the interchange power up to a value of 10%, but there was no control effectiveness when
a controller was removed. Thus, it was noticed that the designed controller proved to be

efficient for non-high uncertainties.

Keywords: Power Systems; Stability; Simulated Annealing.
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INTRODUCAO



1 INTRODUCAO

Neste topico, sdo apresentadas, inicialmente, a motivacao e a justificativa do trabalho
a ser desenvolvido. Depois disso, sdo explanados os objetivos gerais e especificos e, por fim,
€ mostrada a maneira como foi organizado o trabalho, para que seja possivel visualizar

melhor a estruturacdo e os pontos que sdo abordados.

1.1 Motivacao e Justificativa

Os Sistemas Elétricos de Poténcia (SEP) podem ser definidos como o conjunto de
instalagBes e equipamentos que sdo destinados a geragdo, transmissdo e distribuicdo de
energia elétrica. De acordo com Almeida (2004), a principal funcdo de um SEP é converter
em eletricidade as formas de energia presentes na natureza e transporta-la até os centros

consumidores.

Os SEPs séo projetados de modo a suprir o mercado de energia elétrica de acordo com
dois principios: seguranca e confiabilidade. Seguranca € a capacidade de manter adequados
0s niveis de tensdo e frequéncia para o funcionamento 6timo dos equipamentos, enquanto
confiabilidade é a aptiddo de garantir a entrega de energia elétrica, mesmo em situacoes

adversas, com menor nimero de interrupc@es possivel (FURINI, 2008).

Apesar de os dois principios citados assegurarem a estabilidade dos SEPs, 0s sistemas
estdo sujeitos a perturbacdes que podem ser provenientes de diferentes causas: eventos
naturais, partida de grandes cargas, mudanca de rede, falha de equipamentos na rede,
descargas elétricas, erros operacionais. As perturbacdes de um sistema podem ser de angulo,

de frequéncia ou de tensdo.

Para angulo e tensdo, as perturbacfes podem ser classificadas conforme a dimensé&o,
em pequenas ou grandes, e de acordo com a duracdo, em curto prazo para angulo e curto ou
longo prazo para tensdo. Ja para a frequéncia, classifica-se apenas quanto a duracéo, curta ou
longa. As perturbacdes, grandes ou pequenas, geram oscilagdes. Oscilagdes eletromecanicas,
geralmente em pequena escala, sdo preponderantes em grandes sistemas interligados e

prejudicam sua estabilidade.

Estabilidade de sistemas elétricos de poténcia € a habilidade da rede de voltar a sua

condicdo normal de operacgdo apos ter sido submetida a uma perturbagdo (KUNDUR et. al.,
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2004). No contexto de mercado de energia competitivo, a capacidade de manutencdo da
estabilidade do sistema tem um efeito significativo sobre os precos da eletricidade. A
condicdo de operacdo que um sistema alcanca apds uma perturbacéo deve respeitar um ponto
de equilibrio onde as variaveis estejam dentro dos niveis toleraveis definidos pelos
operadores do sistema (GOMEZ-EXPOSITO et. al., 2011).

Devido a isso, quando ocorre uma perturbacao, é necessario que se recupere um estado
de equilibrio original do SEP. Segundo Vieira Filho (1984), o sistema possui uma capacidade
inerente de alcangar um novo estado de equilibrio; tal capacidade é denominada Regulacao
Propria do Sistema. No entanto, em grandes sistemas, o coeficiente de amortecimento dessa

regulacao € baixo e, portanto, insuficiente.

Devido a insuficiéncia da Regulacdo Prépria do Sistema, faz-se necessario dispor de
controladores adequados para evitar as oscilagcdes provocadas por perturbacgdes. Para isso,
tem-se, inicialmente, a Regulacdo Primaria do Sistema. No entanto, ela também apresenta
deficiéncias que sO conseguem ser corrigidas pela chamada Regulacdo Secundaria do
Sistema. Nessa regulacdo, os controladores, além de possuirem maior capacidade de
amortecimento, podem ser programados para considerar as variagdes de caracteristica da

carga (pesada ou leve) ao longo do dia.

Diante desse cenario, muitos estudos foram feitos sobre amortecimento das oscilagdes
eletromecénicas. De Mello e Concordia (1969), Kundur et al. (1981), Rogers (2000), Larsen
e Swann (2005) e Castro et al. (2011) fizeram importantes pesquisas referentes aos métodos

no dominio da frequéncia que sao usados para amortecer as oscilacdes.

Com base nesses e em outros estudos preexistentes, sera proposta, neste trabalho, a
sintonia de um controlador, baseada na regulacdo secundaria, para atuar em pequenas
perturbacdes. O controlador a ser modelado utilizara a técnica de Recozimento Simulado e

tera a pretensdo de assegurar robustez e amortecer as oscilagdes eletromecanicas.

1.2 Objetivos

O objetivo geral deste trabalho é sintonizar um controlador robusto de baixa ordem,
utilizando Recozimento Simulado, com o intuito de amortecer oscilagbes em baixa
frequéncia, produzidas por pequenas perturbacdes. Para se cumprir o objetivo geral, serd

necessaria a realizacdo de alguns objetivos especificos. Sao eles:

14
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e Utilizar Matriz de Ganhos Relativos (MGR) e valor singular para sele¢do dos pares
entrada-saida mais eficazes para controle do sistema;

e Aplicar o controlador nos pares entrada-saida selecionados;

e Sintonizar o controlador robusto de ordem reduzida, utilizando Recozimento
Simulado, aplicado a um sistema carga-frequéncia de trés areas;

e Comparar o controlador proposto com outros, sintonizados para 0 mesmo sistema,
que utilizaram diferentes técnicas: Algoritmo Genético, abordado por Silva Filha
(2012), Enxame de Particulas, estudado por Silva (2018), Tabu Search, apresentado
por Santos (2019), e Pattern Search, adotado por Castro (2006).

1.3 Estrutura do Trabalho

O presente trabalho foi estruturado da seguinte forma:

e Capitulo 2: Sdo explorados os conceitos importantes para fundamentar o assunto de
estabilidade de sistemas elétricos, tais como: regulagdo secundaria, areas de controle,
controle centralizado e descentralizado, erro de controle automatico, regulacdo
secundaria para uma e para varias areas e oscilagdes em sistemas de poténcia;

e Capitulo 3: E apresentada a analise de sinais para controle descentralizado, que é o
tipo de controle que sera utilizado na proposta de trabalho;

e Capitulo 4: E explicado o projeto do controlador que sera aplicado no sistema carga-
frequéncia de trés areas;

e Capitulo 5: E apresentada a explicacdo sobre o método de otimizacdo escolhido, o
Recozimento Simulado;

e Capitulo 6: Sdo mostrados os resultados das simulagGes com o controlador projetado
para o sistema em estudo;

e Capitulo 7: E mostrada a conclusdo do trabalho.



ESTABILIDADE DE SISTEMAS ELETRICOS
DE POTENCIA
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2 ESTABILIDADE DE SISTEMAS ELETRICOS DE POTENCIA

As oscilagGes em sistemas elétricos de poténcia sdo alvo de preocupacdo de muitos
engenheiros e operadores do sistema. Como ja foi mencionado de maneira introdutoria, as
oscilacdes sdo resultantes de perturbacfes no sistema, que podem ser do tipo angular, de
frequéncia ou de tensdo. Devido a isso, 0 estudo de estabilidade para essas oscilagdes também
se divide de acordo com essas trés classes. Na Figura 2.1, observa-se a classificacdo
detalhada.

Figura 2.1 - Classificagdo dos tipos de estabilidade.

ESTABILIDADE
|

- habilidade do SEE permanecer em eguilibric
-equilibrio entre Fur;a;lapnstas

Angular Frequéncia Tensdo
I
= habilidade para manter & sincronismo = habilidade para manter a freguencia na = habilidade para manter aceitaveis o5 valores
- eguilibrio dos bindrios das maguinas sincronas vizinhanga dos valores nominais de tansdo em regime parmanante
- equilibrio entre a5 potencias geradas ¢ - equilibio entre 85 potkncias reativas
as consumidas
Pegqueenas Estabilidade Curto Longe Peguenas Grangdes
Perturbagoes Transitaria Prazo Prazo Perturbagies Perturbapies

Curte Curto Longo
Frazo Prazo Prazo

Fonte: (Kundur, 2004).

Neste trabalho, serd abordado o controle para estabilidade angular a pequenas
perturbacdes. Antes de falar sobre o controle proposto para estabilizacdo de sistemas, é
importante que sejam conhecidos alguns conceitos imprescindiveis para um melhor
entendimento sobre o assunto de estabilidade de sistemas elétricos. Esses conceitos seréo

abordados com detalhes nos topicos a seguir.




2.1 Regulagdo Secundaria

Como mencionado anteriormente, quando ocorre desbalanco entre carga e geragdo, um
novo estado de equilibrio pode ser atingido por meio da Regulagdo Prépria do sistema de
poténcia. Devido a ela, a frequéncia de operacdo do sistema aumenta quando a poténcia ativa
demandada diminui, e diminui quando esta poténcia aumenta. No entanto, ndo é suficiente
utilizar apenas essa regulacdo propria porque ela pode levar o sistema a operar com grandes

variagOes de frequéncia, o que ndo é desejado na prética (LA GATTA, 2012).

Além da regulacdo prépria, muitos sistemas sdo dotados de mecanismos de
velocidade automatica, € a chamada Regulacéo Primaria do sistema. Nela, segundo Almeida
(2004), reguladores de velocidade atuam, de maneira automatica, aumentando ou diminuindo
a poténcia gerada quando a velocidade ou frequéncia se afastam dos valores de referéncia.
No entanto, por causa da natureza dos reguladores, esse controle é realizado sem que a
frequéncia de operacdo volte ao seu valor nominal, fazendo com que permaneca no sistema

um erro de frequéncia proporcional ao montante de desequilibrio de poténcia ocorrido.

Diante das limitacdes da regulacéo propria e da regulacdo primaria, para uma efetiva
estabilidade do sistema, é necessario utilizar a Regulacdo Secundéaria. Essa regulacao atua
sobre os reguladores de velocidade das unidades geradoras e, quando automatica, € executada
pelo Controle Automatico de Geracdo (CAG). Em conjunto com a regulacdo primaéria, a
regulacao secundaria controla de forma adequada o sistema de poténcia, levando em conta
possiveis desvios de frequéncia referentes aos diferentes cenarios de variacGes de carga
(PEREIRA FILHO E SCHMIDT, 2015).

De acordo com Mota (2006), o controle secundario tem dois principais objetivos. O
primeiro deles é corrigir a frequéncia quando, apds a atuacdo do controle primario, ela se
desviar da frequéncia padrdo; ja o segundo é distribuir a geragdo entre os geradores
disponiveis depois que a atuacdo dos reguladores de velocidade tiver resultado em

distribuicdo inadequada das poténcias geradas.

Segundo Vieira Filho (1984), obtém-se a acdo automatica da regulacéo secundaria de
uma unidade geradora medindo-se a frequéncia dessa unidade a cada instante e comparando-
a com a frequéncia padrdo. A diferenca entre a frequéncia medida e a frequéncia padréo é
convertida em um sinal, que € injetado no regulador de velocidade com o intuito de atua-lo.
Esse controle so cessa sua atuagdo quando houver retorno a frequéncia original. Na Figura

2.2, é possivel observar o diagrama de atuacao das regulagdes primaria e secundaria.
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Figura 2.2 - Diagrama de regulacéo do sistema.

f
M
.
f.
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Fonte: (Carbajal, 2015).

Na Figura 2.2, 0 ponto 1 é o ponto de equilibrio antes da variacdo da carga, onde a
poténcia da geracdo, Pgo, € igual a poténcia demandada, Ppo. O ponto 2 é o ponto de equilibrio
apo6s a atuacdo de regulacdo primaria, onde a poténcia da geracdo é igual a poténcia
demandada, mas um desvio de frequéncia ainda permanece, uma vez que a frequéncia inicial,
fo, € maior que a frequéncia alcancada com a regulacédo primaria, f1. Por fim, vé-se, no ponto
3, 0 ponto de equilibrio ap6s a atuagdo da regulacdo secundaria, onde a poténcia demandada
é igual a gerada e a frequéncia alcancada pela regulagdo é igual a frequéncia inicial do sistema
(CARBAJAL, 2015).

2.2 Area de Controle

E imprescindivel conhecer o conceito de &rea de controle, uma vez que é nessas areas
que a proposta de controle deste trabalho sera aplicada. Neste topico, sera apresentado ndo
apenas o conceito, mas também a modelagem de uma area e de um conjunto de trés areas

interligadas.
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2.2.1 Definicéo de area de controle

Area de controle, segundo Vieira Filho (1984), pode ser definida como sendo a parte
de um sistema de poténcia onde os grupos de unidades geradoras sdo responsaveis por suprir
as variacOes de carga existentes nesta parte do sistema. Em outras palavras, é a parte de um

sistema de poténcia interligado responséavel por absorver as suas préprias varia¢fes de carga.

Geralmente, as fronteiras de uma &rea de controle coincidem com as fronteiras
elétricas de um sistema que possui certa capacidade de geracdo e carga significativa. Assim,
a area de controle pode, por exemplo, ser uma companhia, absorvendo suas proprias
variacfes de carga, ou também um grupo de companhias combinadas para absorver as
variagoes de carga que ocorram dentro dos seus limites coletivos (MOTA, 2006). Considera-
se gue uma area de controle pode ser representada como uma unidade geradora suprindo uma

carga. Isso é representado na Figura 2.3.

Figura 2.3 - Representacdo de uma area de controle.

P

Area de controle

Fonte: (Carbajal, 2015).

Ainda de acordo com Mota (2006), cada area deve ser dotada de um sistema de
controle secundario automatico. Esse sistema de controle de uma area deve operar em
paralelo com os sistemas de controle de outras areas, de modo que ndo cause instabilidade
ou oscilacdo entre as areas. Alem disso, se possivel, é importante que o controle possa
garantir que as linhas de interligacdo entre as areas trabalhem de modo a conseguir assegurar

intercdmbios de poténcia emergenciais entre as areas.
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2.2.2 Modelagem de uma &rea de controle

De acordo com Vieira Filho (1984), da maneira como é apresentado na Figura 2.2, 0
sistema de uma &rea estd em equilibrio. Quando ocorre um aumento da carga demandada,
que aqui sera definido por APy, o controle primério ird atuar, promovendo um acréscimo de
geracdo, AP, que, inicialmente, ndo ir4 corresponder ao valor de APy. Devido a isso, serd
observado, instantaneamente, um desequilibrio de poténcia nesse sistema. Esse desequilibrio

é caracterizado por AP; — APp.

Tal desequilibrio de poténcia é absorvido, para este sistema, de duas maneiras
diferentes. A primeira é através da variacdo da energia cinética do sistema e a segunda por
meio da variagdo no consumo das cargas. 1sso pode ser representado matematicamente por

meio da Equacéo (2.1):
d
Onde:
%(EC) = Variacdo da energia cinética;
D = Constante inerente do sistema devido a variacao de sua carga com a frequéncia;
DAf = Varia¢do no consumo das cargas.
Sabendo que a energia cinética inicial do sistema é dada por:

1
ECinicial = Emfo (22)

Entdo pode-se dizer também que, ap6s 0 aumento da frequéncia, tem-se:

1 2
EC = Emf (2-3)

Relacionando-se as equacoes (2.2) e (2.3), chega-se a:

EC f\2
— <_> 2.4)
ECiniciai  \fo




Onde:
f, = Frequéncia inicial (nominal do sistema);

f = Frequéncia instantanea da area de controle.
Sabe-se que a relagdo entre essas frequéncias é dada pela variacao entre elas. Assim:
f =f, + Af (2.5)

Elevando a expressao (2.5) ao quadrado para que seja possivel fazer a substituicéo na
Equacdo (2.4), tem-se:

f2 = f2 + (Af)? + 2Af - f, (2.6)
Se a variacdo da frequéncia é pequena, pode-se reescrever:
f2 = f2 + 2Af - f, (2.7)
Substituindo a Equacéo (2.7) na expressao (2.4), tem-se:

EC  f§ +2Af-f
ECinicial fg

EC 2Af

+
Ecinicial f0

2Af

BC = (1+ =) ECiniea 29
0

Assim, a variacdo da energia cinética pode ser escrita da maneira mostrada na

Equacdo (2.9).

d 2 (Ecinicial) d
EC=———F————Af 2.9
atC f,  dt @9)

A partir disso, a Equacdo (2.1) pode ser reescrita da seguinte forma:
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2 ECipicial d
AP — AP, = ——mcll = Af 4 DAF 2.10)

fo dt
Para representar o esquematico da malha de controle do sistema para uma area, é
preciso encontrar a transformada de Laplace da Equacdo (2.10). Assim, aplicando a

transformada, tem-se:

2 ECinici
AP;(s) — APy(s) = %ﬂalsAF(s) + DAF(s)
0

2 ECipici
AP;(s) — APy(s) = AF(s) [f—“‘“als +D (2.11)
0

Simplificando a variacdo de carga da seguinte forma: d(s) = AP;(s) — APp(s),

pode-se escrever:

AF(s) 1

d(s) 4 2ECinicial (212)
fo
Entao:

1

AF(s) D
d(S) B 2 ECinicial (2'13)

1+ S—foD

Para viabilizar a representacdo esquematica, serd utilizada a seguinte simplificacéo:
2 ECjnjcial _

P T: Constante de tempo da resposta do sistema, que varia com a sua inércia e com
0

a resposta da carga com a frequéncia.

Assim, reescrevendo (2.13), tem-se:

AF(s) ~ AF(s) D!
d(s) AP;— AP, 1+sT

(2.14)

A partir disso, foi possivel conhecer a modelagem do sistema de poténcia. Agora,
pode-se representar a malha de controle desse sistema de uma area, contendo o regulador, a

turbina e o préprio sistema modelado. Essa representacdo pode ser vista na Figura 2.4.
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Figura 2.4 - Diagrama de blocos de um sistema de uma area.

1
E APp
- 1 1 + S D1 i
1+5sT 1+5Tg AP, 1+sT  |AF(s)
v =0 REGULADOR DE TURBINA SISTEMA DE
VELOCIDADE POTENCIA

Fonte: (Adaptada de Vieira Filho, 1984).

2.2.3 Areas de controle interligadas

Quando o sistema de poténcia é subdivido em areas de controle, cada uma costuma
depender das caracteristicas proprias da sua area. No entanto, se ela nao dispuser de recursos
préprios capazes de efetuar o controle de sua carga em cada instante de tempo, outra area
poderé atuar para auxiliar na funcéo de controle, como ja foi mencionado. Assim, forma-se
o sistema com mais de uma éarea de controle, ou areas de controle interligadas. Na Figura 2.5,
é possivel ver uma representacdo de duas areas de controle interligadas. A representacdo é

para duas areas, mas esses casos podem ser para trés ou mais areas (CARBAJAL, 2015).

Figura 2.5 - Representacdo de mais de uma &rea de controle.

Area de

controle 1

Area de

Pp controle 2

Fonte: (Carbajal, 2015).

2.2.4 Modelagem de areas de controle interligadas

Muitos sistemas de poténcia, como ja mencionado, ndo possuem apenas uma area de

controle. Sendo assim, é necessario conhecer a modelagem para as situacfes de areas de
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controle interligadas. Ao comparar a Figura 2.5 com a Figura 2.3, nota-se que a diferenca
entre areas isoladas e areas interligadas se da, principalmente, pela existéncia de T12 nas areas
interligadas. T1> representa a poténcia que flui na interligacéo entre as areas de controle 1 e
2.

Diante disso, diferentemente do caso com apenas uma area de controle, em que se
considerou que o desequilibrio de poténcia era absorvido pelo sistema apenas através da
variacdo da energia cinética e da variacdo do consumo das cargas, aqui, aléem dessas duas
formas, sera considerada uma terceira, que sO existe devido a interligacdo das areas. O
desequilibrio de poténcia, para o caso de areas interligadas, também pode ser absorvido
através da variacdo de poténcia de intercambio entre areas distintas, que sera simbolizada por
APe.

Assim, de maneira analoga a Equacdo (2.10), pode-se escrever, para o sistema de

areas interligadas:

2Hd
0

Empregando a transformada de Laplace na Equacéo (2.15), tem-se:

AP (s) — APp(s) = Zf—HsAF(s) + DAF(S) + APy (S)
0

APg(s) — APp(s) — APe (5) = ﬂSAF(S) + DAF(s)

fo
AF(s) _ 1
[AP(s) — APp(s) — APye ()] 4 zf—Hs
0
AF(s) D!

[APG(S) — APD(S) — APtie (S)] = 1+sT (2.16)

D! e T ja foram explicitados anteriormente no topico 2.2.2 e possuem 0 Mesmo
significado aqui. No entanto, é importante saber, também, que D? também pode ser
simbolizado por Kpi, que muitas vezes é utilizado em blocos de controle. Pode-se representar

a malha de controle para duas areas conforme a Figura 2.6.
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Figura 2.6 - Representacdo esquematica da malha de controle para duas areas.

Area de Controle i

APy
1 1 D1
1+5T 1+ 5T 1+sT  |AF(s)
REGULADOR DE TURBINA SISTEMA DE
VELOCIDADE POTENCIA

Abye

Poténcia na interligacdo
entre as dreasie k

Area de Controle k

Fonte: (Adaptada de Santos, 2019).

De acordo com Castro (2006), uma &rea se comporta como uma grande unidade
geradora, entdo, para o caso de duas ou mais areas interligadas, pode-se utilizar o0 mesmo
raciocinio de dois ou mais geradores sincronos operando em paralelo e interligados através
de uma reatdncia matua. Assim, ao se considerar duas areas, a troca de poténcia entre 0s

geradores, Py, € dada por:

E{||E
P12 = MS]H 612 (217)
X12

Onde:

E, = |E;| < 8, = Tensdo terminal do gerador 1;

E, = |E,| < 8, = Tensdo terminal do gerador 2;
X1, = Reatancia equivalente entre as maquinas 1 e 2;
812 = 81 - 82.

Considerando-se um sistema submetido a pequenas perturbacdes, € possivel adotar o

modelo linearizado da Equacéo (2.17). Assim:

APje = T{pA81, (2.18)
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Em que:
AP, = Desvio da poténcia de intercambio, em p.u.;
AS;, = Desvio da diferenca angular, em rad,;

E.{||E .. . .
T, = |;'Jcos 8,,° = Coeficiente de torque sincronizante, em p.u..
12

Pelo fato de o § ndo ser uma variavel de estado do modelo em estudo, ndo é possivel

utiliza-la diretamente. No entanto, sabe-se que:

dAd
Aw = 2TAf = —
dt
t
Ab = 21‘[[ Afdt (2.19)
0

Aplicando a transformada de Laplace em (2.19), chega-se a:
Af
AS = 211? (2.20)
Substituindo (2.20) em (2.18), tem-se, para 2 areas:
21Ty,
APje1 = T s (Afy — Afy) (221)

O modelo a ser utilizado na proposta deste trabalho € de 3 areas. Sua representacdo

pode ser visualizada na Figura 2.7.

Figura 2.7 - Representagdo de 3 areas de controle

Fonte: (Adaptada de Castro, 2006).
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Para esse modelo de 3 &reas, pode-se, por analogia com a Equacéo (2.21), definir que

o0 intercAmbio de poténcia entre as areas 2 e 3 €:

2nTY,
Aptie’z = S (Af3 - Afz) (222)
O diagrama de blocos de um sistema de 3 areas pode ser visto na Figura 2.8.
Figura 2.8 - Diagrama de blocos de um sistema de 3 areas.

1

R4

APg, _AP'“
APCl - 1 AXEI 1 + Kpl
1 + STG] 1 + STSl ~ 1 + STp1
APeq 2T[T102 ( %i )
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AP¢, AXgy K
5 1 p2 Af,
> 1+ STGZ 1+ STpZ

1

R, ;

APyep 2nT3;
S
AFg3| -
Afes 1 AXg 1 + Kps y
> 1+ sTgs 1+ sTgs 1+ sTys ’
APpg

1
R3

Fonte: (Adaptado de Castro, 2006).



Nesse modelo, a interligacdo entre duas areas é feita através de uma linha de
transmissdo. AP; € a entrada do controle do regulador de velocidade, e os parametros a;
indicam a parcela e o sentido da poténcia de intercambio. Além disso, é importante saber que

o sinal negativo indica que a area fornece energia e o sinal positivo que recebe energia.

O modelo de 3 areas também pode ser dado em espaco de estados. Como a
representacdo em espaco de estados serd utilizada na proposta deste trabalho, € importante
que ela seja conhecida aqui. O modelo, segundo Castro (2006), é dado por:

X = Ax+ B
(2.23)
y= CtX
O desenvolvimento das matrizes A, B, e C; pode ser visto no Apéndice A. Aqui, é

importante mostrar a definicdo das variaveis de estados (x"), das entradas (u") e das saidas
.

xT = |Af; Axgy APgq APyeq Afz Axpz AP APyep Af, Axp, APg, |

(2.24)
uT = |AP(:1 Apcg APCZ' (225)
YT = |Afy APyeq Afy APyep Afy| (2.26)

Em que:
f; = Frequéncia da area i;
xg; = Sinal de saida do regulador da area i;
Pg; = Poténcia da turbina da area i;
P,ei = Poténcia de intercambio do turbogerador equivalente a area i;

P¢; = Entrada do controle do regulador de velocidade da area i em valores incrementais.
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2.3 Controle Centralizado e Controle Descentralizado

Antes de implementar o controle de sistemas elétricos, € preciso conhecer as
estruturas que podem ser utilizadas. O controle pode ser aplicado por meio de uma estrutura

centralizada ou de uma estrutura descentralizada. As duas maneiras serdo descritas a seguir.

Na estrutura descentralizada, de acordo com Peres (2016), cada controlador é
alimentado por um sinal local, que é adquirido nos terminais da maquina sincrona da area
onde estd alocado e é processado localmente. O ajuste desse tipo de controle pode ser
coordenado ou ndo coordenado. O coordenado acontece quando todos os controladores séo
simultaneamente ajustados, ja 0s ndo coordenados ocorre quando o ajuste de cada controlador

é realizado separadamente.

Na estrutura centralizada, por sua vez, o controle é localizado em um centro de
operacdo e consiste em uma estrutura de controle que otimiza o desempenho do sistema de
forma global. Trata-se de um controle para todas as areas, que coleta os sinais de todas as
areas e ndo apenas o sinal da area ao qual o controle est4 associado. A desvantagem dessa
estrutura € que, se houver perda de um canal de transmissdo de dados, o gerador associado
fica sem sinal de controle, o que degrada a estabilidade do sistema (PERES, 2016). Devido
a isso e ao alto custo desse tipo de estrutura, sera abordado um controle descentralizado neste
trabalho.

2.4 Erro de Controle de Area (ECA)

De acordo com Vieira Filho (1984), Erro de Controle de Area (ECA) é o sinal que
entra no integrador e, portanto, é a grandeza que deve ser corrigida. Esse sinal deve
corresponder a grandeza cujo desvio deve ser nulo. Com base nesse objetivo, segundo
Almeida Junior (2012), as principais formas de operacao de um sistema de poténcia séo Flat-
Frequency (FF), Flat-Tie-Line (FTL) e Tie-Line-Bias (TLB).

Na Flat-Frequency, deseja-se garantir desvios nulos de frequéncia, enquanto na Flat-
Tie-Line almeja-se alcancar desvios nulos de poténcia ativa de intercdmbio. Na Tie-Line-
Bias, por sua vez, objetiva-se garantir desvios nulos tanto de frequéncia quanto de poténcia

ativa de intercambio.
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Quando uma &rea esta operando isoladamente, o0 ECA corresponde ao proprio desvio
de frequéncia, ou seja:
ECA = Af
(2.27)
Assim, enquanto o erro de frequéncia existir, o integrador continuara ativo e, por
consequéncia, o variador de velocidade permanecera atuado. Quando o ECA for zero, o sinal

de saida do integrador sera nulo e sera atingida a condi¢édo de equilibrio apds a regulacéo

secundaria.

Quando um sistema ¢ interligado, o ECA pode ser dado por:

ECA = AP, + B Af
(2.28)
B é um fator definido como Bias de frequéncia e tem a dimensdo de MW/Hz. Ele € 0
coeficiente que da coeréncia a equacao por fazer com que todos 0s membros tenham a mesma
dimensdo, uma vez que poténcia e frequéncia possuem unidades diferentes. Assim, para o
caso de sistemas interligados, a condicdo de equilibrio serd mantida quando o desvio de
intercambio e de frequéncia forem nulos, que é o0 caso que serad abordado neste trabalho.

2.5 Regulacdo secundaria para varias areas

Conforme j& mencionado, a regulacdo secundaria tem atuacdo nos reguladores de
velocidade das unidades geradoras e € realizada pelo Controle Automético de Geracdo
(CAG). Na regulacdo secundaria para varias areas, costuma-se utilizar o modo de operacao
Tie-Line-Bias. O objetivo do CAG nesse tipo de operacdo é proporcionar desvios nulos de
frequéncia e poténcia ativa de intercambio, ou seja, desvios nulos em regime permanente
(FABRI, 2003).

Para esse caso, o controlador deve ser do tipo integral. O sinal de erro visto na
Equacdo (2.28) € a entrada do controlador, e o sinal de saida do controlador atua sobre o
regulador de velocidade. Assim, esse sinal de saida é dado por:

t
A8 = —k f (ECA) dt 229
0
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Ou seja:

t
AB = —k | (AP;e + B-Af)dt
fo (AP, + B - A o0
Segundo Vieira Filho (1984), o sinal negativo nas expressoes (2.29) e (2.30) pode ser
explicado. Ele aparece devido ao fato de que a area de controle deve aumentar a geracao caso
0 erro de frequéncia ou o erro de intercdmbio sejam negativos.

Para que seja possivel representar o diagrama de blocos desse controle automatico de
geracdo, aplica-se a Transformada de Laplace em (2.30). Assim:

k
A8(s) = — < [APe(s) + B AF(s)] (2.31)

Isto é:

AB(s) k

AP (s) + B - AF(s) -~ s (2.32)

Assim, tem-se:
Figura 2.9 - Diagrama de Blocos do Controle Automatico de Geragao

AF

ECA K A8

AT

Fonte: (Adaptado de Fabri, 2003).

Dessa forma, de acordo com Fabri (2003), o CAG ira variar a geragdo no intuito de

corrigir os desvios de frequéncia e de intercambios programados entre as areas de controle.
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E valido destacar, também, que o ECA de uma determinada area de controle corresponde ao
excesso ou deficiéncia de geracdo desta area a cada instante.

Vieira Filho (1984) utiliza como exemplo o caso de duas areas, em que cada uma

delas possui seu proprio ECA. Assim, tem-se, para duas areas:

ECA; = APyeq + By - Afy (2.33)

ECA; = AP4e; + B, - Af, (2.34)

Ao concluir a atuacdo dos controladores secundarios, Af e AP, serdo nulos, o que

significa que os ECA das duas areas também serdo nulos. Dessa forma:

ECA, = ECA, =0

(2.35)
APjeq + B - Af; =0
tiel 1 1 (2.36)
APgep + B, - Af, =0
tie2 2 2 (2.37)
Depois de atingir o0 novo regime permanente (r.p.):
Af; = Af, = Af
1 2 r.p. (2.38)
APije1 = — APz (2.39)
Entéo:
APjeq + By " Af., =0
tiel 1 r.p. (2.40)
—APieq + B, " Af., =0
tiel 2 r.p. (2.41)
Isolando a variagéo de frequéncia em regime permanente:
Af,, = ! AP
r.p. — B1 tiel (2.42)

1
Af,., = — APy
r.p. B2 tiel (2.43)



34

E possivel representar graficamente as equacdes (2.42) e (2.43). Essa representagio
pode ser vista na Figura 2.10. Observa-se que as retas se cruzam apenas no ponto em que
Af = 0 e AP, = 0. Essa &, portanto, a Unica situacao que satisfaz ao mesmo tempo as duas

condigdes de ECA nulos, independentemente dos valores de B; e B,.

Figura 2.10 - Condicdo de ECA nulo em duas areas.

Af

Af = 5-APier

ARy

1
Af= — ]imjﬁﬂ

Fonte: (Adaptado de Viera Filho, 1984).

2.6 Oscilacbes em Sistemas Elétricos de Poténcia

Para que seja possivel realizar a estabilizacdo de uma oscilacdo angular a pequenas
perturbacdes, é preciso conhecer um pouco seu conceito matematico. A equacado de oscilacao

das méaquinas sincronas, segundo Anderson e Fouad (1977), é dada por:

—ZHi ) T, D;w; — K;6
B 1 mil 171 1¥1 (244)

Em que todas as variaveis estdo em pu e sdo definidas a seguir:

H; = Constante de inércia;

wp = Velocidade sincrona;

w; = Aceleracdo;

Tmi = Torque mecanico;

D;w; = Torque de amortecimento;

K;6; = Torque sincronizante do gerador.



A estabilidade angular do sistema para pequenas perturbacdes depende da existéncia
do componente de torque de amortecimento e de torque sincronizante. Quando um sistema
elétrico de poténcia é perturbado, acontece um desequilibrio de torques que resulta na

aceleracao ou desaceleracdo dos rotores das maquinas.

A auséncia de torque sincronizante acarreta um crescimento continuo do angulo do
rotor, ou seja, provoca uma instabilidade aperiédica ou monotdnica. Ja a falta de torque de
amortecimento ocasiona uma instabilidade oscilatéria, isto é, oscilagcbes com amplitudes

crescentes no tempo (AYRES, 2005). A diferenca ilustrativa entre esses dois tipos pode ser
vista na Figura 2.11.

Figura 2.11 - (a) Instabilidade monotdnica (b) Instabilidade oscilatdria

Desvio de dngulo [rad]
Desvio de velocidade [p.u.]

4 6 2
Tempo [s] Tempo [s]
(a) (b)y

Fonte: (Ayres, 2005).

Os sistemas elétricos de poténcia normalmente possuem reguladores automaticos de
tensdo. O uso desses reguladores piora o torque de amortecimento e, devido a isso, a forma
mais comum de instabilidade é a oscilatoria (SAVELLI, 2007). E importante, portanto,
conhecer os principais modos de oscilagdes ocasionadas por esse tipo de instabilidade, mas,
antes disso, é necessario conhecer o conceito de modo.

De acordo com Castro (2006), sabe-se que um sistema de n equacGes diferenciais
lineares de primeira ordem tem n autovalores, A;,com i = 1,...,n. A solucdo do sistema tem

a forma:

(2.45)
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Em que f(t) depende da entrada e cada uma das exponenciais eit é denominada modo
do sistema associado ao autovalor A;.

Para o caso de pares de autovalores complexos conjugados, na forma A; = «o; £ jw;,
os dois termos exponenciais associados a estes autovalores ddo origem a um s termo, na
forma e%‘sen(w;t + 0). Esse termo é denominado modo oscilatério associado a A; = «; +
jw; (CASTRO, 2006).

Ainda de acordo com Castro (2006), os modos de oscilagdo mais preocupantes do
sistema elétrico sd@o os modos eletromecanicos (MOE). Eles se tornaram criticos devido a
interligacdo das centrais de geracdo de energia elétrica, que ocorreram para proporcionar

mais disponibilidade de poténcia elétrica e maior confiabilidade ao sistema interligado.

De acordo com Pal e Chaudhuri (2005), as oscilacdes eletromecanicas no sistema de
energia sao classificadas pelos componentes dos sistemas que elas afetam. Os principais
modos de oscilagdo eletromecénica sdo: local, intraplanta, intra-area, interarea, torcional e de

controle. Eles serdo descritos com mais detalhes nos topicos que se seguem.

2.6.1 Modo local

Conforme Sevillano (2005), o modo local estd relacionado as oscilacdes entre o
conjunto de unidades de uma planta geradora e o restante do sistema de poténcia. Pal e
Chaudhuri (2005) confirmam essa defini¢cdo ao mencionarem que, no modo local, um gerador
oscila contra o restante do sistema e que o impacto da oscilacdo é localizado no gerador e na
linha que o conecta a rede. Afirmam, ainda, que, usualmente, as frequéncias de operacao
desse modo ficam na faixa de 1 Hz a 2 Hz. O termo local é utilizado devido as oscilacdes

ocorrerem em uma estago ou em uma pequena parte do sistema.

2.6.2 Modo intraplanta

Também chamado de modo intermaquinas, o0 modo intraplanta, segundo Savelli
(2007), esta associado as oscilacdes entre as unidades de uma mesma estacdo geradora. Este
modo, segundo Pal e Chaudhuri (2005), surge devido a interacdo entre geradores de uma
mesma central de geracdo e possui frequéncias entre 2 Hz e 3 Hz. Comumente, o restante do
sistema ndo é afetado. Esse modo n&o é usualmente considerado para o estudo de sistemas
de poténcia de grande porte porque, nestes, cada central de geracdo é representada por um

gerador equivalente.
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2.6.3 Modo intra-area

O modo intra-area ocorre devido as respostas dos geradores oscilando uns contra 0s
outros huma mesma area. Esse modo possui frequéncia de operacdo no mesmo intervalo de
frequéncia do modo local (1 Hz a 2 Hz). Devido a isso, ele ¢ comumente tratado como modo
local, apesar de terem caracteristicas especificas de controlabilidade e observabilidade,
conceitos que serdo abordados mais adiante (CASTRO E ARAUJO, 1998).

2.6.4 Modo interarea

O modo interarea, de acordo com Savelli (2007), esta associado as oscilagcdes de
varias maquinas de uma parte (area) do sistema contra maquinas de outra parte (area), em
frequéncias que variam de 0,1 a 0,7 Hz. De acordo com Santos (2019), esse modo € causado
por dois ou mais grupos geradores interligados, e essa interligacdo possui linhas fracas com
capacidade inferior a do sistema que elas conectam. Um modo interarea pode ser
moderadamente observavel e controlavel em diferentes areas ou fracamente observavel e
fortemente controlavel em uma area, mas fortemente observavel e fracamente controlavel em
outra area (KLEIN et al., 1991, YANG et al., 1994). Esse modo é o que sera abordado neste
trabalho.

2.6.5 Modo torcional

Esse modo de oscilacdo esta associado aos componentes rotacionais do sistema dos
eixos turbina-gerador. A instabilidade desse modo é causada pela intera¢do dos eixos com 0s
controles dos sistemas de excitacdo, reguladores de velocidade e linhas de transmissdo com
compensacao em série (SEVILLANO, 2005).

2.6.6 Modo de controle

Esse modo estd associado as oscilagbes causadas por ajuste inadequado dos
reguladores de velocidade, dos controles de sistemas de excitagdo e dos compensadores
estaticos de reativos (SAVELLI, 2007).
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2.7 Conclusdes do capitulo

Neste capitulo, foram apresentados conceitos imprescindiveis que percorrem o assunto
de estabilidade de sistemas elétricos. Foi abordado, inicialmente, o conceito de Regulacdo
Secundaria, que estabiliza o sistema de maneira eficaz se comparada a Regulacdo Propria e
a Regulacdo Primaria. Em seguida, falou-se sobre as definicdes que envolvem a area de
controle e sua modelagem. As modelagens foram apresentadas para uma area ou para varias

areas interligadas.

Posteriormente, tratou-se da diferenciacao de controle centralizado e descentralizado e
também do erro de controle de area, que é a grandeza que deve ser corrigida no sistema. Por
fim, explorou-se a regulacdo secundaria para varias areas e os modos de oscilacbes
eletromecéanicas mais comuns em sistemas de poténcia. A partir do que foi apresentado, viu-

se que o0 modo de oscilacdo a ser abordado neste trabalho € o modo interarea.
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3 ANALISE DE SINAIS PARA CONTROLE DESCENTRALIZADO

Como foi visto, varios modos de oscilacdo podem ocorrer nos sistemas elétricos de
poténcia. Para conter as oscilagdes, séo utilizados controladores de sistemas. Tais controladores
devem atuar de maneira eficaz e, para isso, é necessario fazer uma analise de sinais de entrada
e saida do sistema visando selecionar os pares mais eficazes a serem utilizados no controle.
Neste capitulo, é apresentado o procedimento utilizado para analise dos pares-entrada saida mais
significativos do sistema.

3.1 Analise de Controlabilidade e Observalidade

Controlabilidade, de acordo com Val de Wal e De Jager (2001), é a habilidade que um
sistema possui para amortecer o modo de oscilacdo (MO) e alcancar um desempenho aceitavel
com entradas e saidas limitadas. Observalidade, por sua vez, € definida como a contribuigéo do
MO na resposta do sistema.

A controlabilidade e a observalidade dos modos podem ser afetadas de maneira
significativa pelos zeros de um sistema (SKOGESTAD e POSTLETHWAITE, 2001). A Gnica
forma de se evitar zeros é com a selecdo prévia de entradas e saidas adequadas no projeto e na

aplicacdo dos controladores.

O sistema elétrico de poténcia com n unidades, m entradas de controle e r sinais de saida

é representado pela Equacéo (3.1).
Y(jw) = G(jw).U(jw) 3.1)

Onde G(jw) é a matriz de funcdes de transferéncia de respostas frequenciais (MFTfr),

com dimensao m X r.

Segundo Castro (2006), para analise de controlabilidade e observalidade de sistemas
multivariaveis nos dominios de frequéncia, sdo usados os valores singulares da MFTfr. No caso

da matriz G(jw), esses valores séo definidos por:

Gi(jw) = w/)\iGH = 4 }\I(GGH),I = 1, ,k (32)
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Em que:
A; = i-ésimo autovalor da matriz GHG ou GGH;
GH = Matriz conjugada e transposta de G;

k = min(m, r), onde m (entradas) € o nimero de linhas da matriz G e r (saidas) 0 nUmero
de colunas.

Os valores singulares séo reais e ndo negativos. Aqui, sera definido o4, COMo 0 maior

valor singular e op,;, como o menor valor. A relacdo y = "m—ax também é importante e é

min

conhecida como numero de condi¢d0. o,,4x, Omin € Y SA0 €ssenciais para analise e projeto de
controladores em sistemas de multiplas entradas e multiplas saidas (ROGERS, 2000). A titulo
de ilustracdo, para que se tenha uma melhor visualizacdo dos valores singulares, vé-se, na Figura

3.1, um exemplo de gréfico de magnitude destes valores para um sistema 2 x 2.

Figura 3.1 - Valores singulares maximos e minimos.
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Fonte: (Skogestad e Postlethwaite, 2001)

Skogestad e Postlethwaite (2001), Cruz (1996) e Castro e Aradjo (2002) pontuam

algumas propriedades importantes para a analise e projeto de controladores. Sao elas:

® 0,4 Na frequéncia de um MO retrata o grau de observabilidade do modo na resposta do

sistema e o, Ccorresponde ao grau de controlabilidade do modo;



e MO pouco amortecidos e fortemente observaveis apresentam grandes picos no gréfico
de opsx- ESSes picos estdo associados a robustez do sistema. Sistemas robustos
apresentam pequenos picos de oy, 4x;

e Uma depressao no grafico de o, indica a presenga de um zero influente na referida
frequéncia;

e Para que um MO seja fortemente controlavel, é necessario ter o, > 1 na frequéncia
do modo;

e Um numero de condicédo elevado (y > 10) aponta dificuldade de controle. No entanto,

Se omin > 1, é possivel realizar o controle mesmo com y > 10;

1
Omin (G)

e Sabe-se que ||G|| = omax(G) € que ||GY| =

De acordo com Castro (2006), pode-se analisar o efeito de o,,;, N0 comportamento do
sistema submetido a variacBes na referéncia ou a distarbios. E possivel realizar tal analise
considerando o sistema de poténcia, G (s), com controladores na realimentacdo, H (s), com

entradas de referéncia R e distUrbio d. O esquematico do sistema pode ser visto na Figura 3.2.

Figura 3.2 - Sistema de poténcia com controladores.

Fonte: (Castro, 2006).

Por meio da Figura 3.2, é possivel obter a relagdo da Equacéo (3.3).

~ (I+GH)  (I+GH)
Em que | é a matriz identidade.

y (3.3)
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Além da Equacdo (3.3), ainda pela Figura 3.2, € possivel obter a relacdo da Equacédo
(3.4).
YT U+GH) T (+HG) (3.4)

Onde S= (I + GH)~! é a MFTrf de sensibilidade e T = S-G é a MFTrf de malha fechada
do sistema. Essas equacdes usualmente sdo utilizadas para analisar o comportamento do sistema
(CASTRO, 2006).

Considerando-se uma variacdo do vetor de referéncia R, adotando-se d=0, pode-se

reescrever a Equacdo (3.3). Antes de chegar na nova equacao final, tem-se alguns passos:

G-R y G

Y=U+GH) ~ R~ (+GH

Aplicando-se a norma:

lyll
IIRI = [IT]] (35)

Pela propriedade citada anteriormente, pode-se dizer que: || T|| = 014 (T). Entdo:

[yl
W = Gméx(T) (3.6)
Sabe-se que:
||Y|| 0-mélx(G)
2 .. < .
Ry~ Oma(T) = o G G

Sabendo que oppp(I+ GH) = 0 (GH) — 1 e que oy (GH) = 03min(G) * 0 min (H),

pode-se escrever.

||Y|| Gméx(G)

2 = oax(T) <
“R” max Omin (G)Gml’n(H) -1

(3.8)
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De maneira analoga, ao se considerar apenas o efeito do disturbio no sinal de saida e

desconsiderar a variacdo de R, tem-se:

[yl - Omax(Gd) Omax (H)
”d” - Gml’n(G)Gml’n(H) -1

(3.9)

De acordo com Silva (2018), pelas Equacdes (3.8) e (3.9), é possivel concluir que
omin(G), que depende da selecdo das entradas e saidas, precisa ser grande a fim de reduzir os
picos de o,4x(T) — que normalmente séo grandes nas frequéncias dos modos de oscila¢do — e
para reduzir os efeitos dos distdrbios. Os controladores também necessitam ser ajustados de

modo a contribuir em ambos os casos, melhorando o comportamento do sistema.

Além disso, também é indispensavel impor limites para evitar a saturacdo do sinal de
entrada. Para essa condicéo, serd considerada a Equacdo (3.4). Do mesmo modo que foi feito
com a Equacéo (3.3), considera-se, primeiramente, a existéncia de variacdo R e a inexisténcia

de disturbio d. Dessa forma, estabelecendo ||u|| < 1, resulta-se:

[IRI] <1 (3.10)

[lul] = o+ HG) —

Ou:

||R|| < 0-min(l + GH) = 0-min(HG) -1 = 0-min(H) ) 0-min(G) -1 (3-11)

Logo, um limite seguro para ||u|| < 1 acontece se ||R|| é menor que o menor desses

numeros, ou seja, se ||R|| < oy (H) * omin(G) — 1. Reorganizando, pode-se escrever que:
min min

[IRI| + 1

3.12
Omin (H) ( )

Omin (G) =

De forma analoga, considerando o efeito do disturbio no sinal de saida e assumindo-se

que R =0, tem-se:

Uméx(Gd) ’ ||d|| +1

3.13
Omin (H ) ( )

Umin(G) =



Assim, a partir das Equacdes (3.12) e (3.13), é possivel concluir que o, (G) deve ser
grande para evitar a saturacdo de u, em virtude dos distarbios e das variagdes na referéncia.
omin(G) precisa, portanto, ser grande especialmente nas frequéncias dos modos de oscilagao
para facilitar a acdo de controle. Isso justifica o fato de o, representar o grau de
controlabilidade (CASTRO, 2006).

3.2 InteracGes no dominio da frequéncia

Para analisar as interacGes em sistemas multivaridveis, além dos valores singulares,
utiliza-se a Matriz de Ganhos Relativos (MGR). Para G (m x m), ou seja, quando r = m, ela é

definida por:

}\11 e )\lm
wood (3.14)

A(G(w)) = [ :

r1 )\rm

Onde, segundo Bristol (1966):

Aij = gijby;, €
ay, . )

g = (a—yl> é 0 elemento ij de G;
Y/ 0y =0 k#j

ou; . . .
b;; = (ﬂ> é 0 elemento ji de B, que é dada por G™1.
ayj yk=0,k¢i

Para os casos em que r = m, B =G*. G* é a matriz inversa generalizada de G. Neste

caso, tem-se:

B = (G"G)~'GH param < r e Posto(G) = m.

B = GH(GG")~! parar < m e Posto(G) =r.

A;; mostra a relagdo entre a saida i com a entrada j (considerando todas as outras entradas
constantes) e a entrada j com a saida i (considerando todas as outras saidas constantes). Em
resumo, define-se A;; como uma medida de interacdo entre entrada j e saida i. Além disso,
verifica-se que A;; € uma medida do efeito que o controle do restante das variaveis possui no

ganho entre u; e y; (MILANOVIC E DUQUE, 2001). Segundo Castro (2006), a matriz A pode
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ser utilizada na selecdo de entradas para aplicacdo de controladores e de sinais de saida para

serem realimentados através desses controladores.

3.3 Condicdes para descentralizacéo

Devido ao que j& foi explicado no topico 2.3, propde-se obter um controle
descentralizado para o sistema elétrico de poténcia a ser estudado neste trabalho. Para que o

controle descentralizado seja possivel, é necessario que ele satisfaca a alguns requisitos.

De acordo com Castro (2006), inicialmente, cada par entrada-saida para controle deve
possuir a mesma unidade e nao ter modos instaveis e ndo controlaveis. Além disso, 0s pares
selecionados ndo devem ter zeros a direta do plano complexo até a frequéncia de corte e nem
proximos da origem, pois, segundo Middleton (1991), eles tém um grande efeito nos picos de
resposta, ultrapassagens, largura de faixa, sensibilidade e robustez do sistema, o que dificulta o
controle do MO. Por fim, para ser fiel ao conceito de descentralizacdo, o controlador de uma

unidade ndo pode interagir com o de alguma outra.

Segundo Castro (2006), de acordo com a definicdo vista do elemento Ajj € devido a
algumas propriedades existentes da MGR, podem ser destacadas determinadas regras usadas na

selecdo de entradas e saidas para controle descentralizado do sistema. S&o elas:

e Nd&o se deve utilizar o par saida-entrada correspondente a Ajj negativo no estado

estacionario (o = 0) para evitar instabilidade por interagdes em baixa frequéncia;

e Os valores absolutos da MGR devem resultar em nidmeros pequenos, preferencialmente

menores do que 1, para que o sistema seja mais facilmente controlavel;

e (Quanto mais proximo da matriz identidade resultar A(G), mais independentes serdo os
pares entrada-saida e consequentemente menores serdo as interacdes que ocorrerdo entre
os controladores. Um conjunto de entradas e saidas € completamente descentralizado se
A(G) = 1, no entanto, essa igualdade sé ocorre se a matriz G for triangular, que ndo € o
caso de sistemas de poténcia. Apesar disso, pode-se aceitar como descentralizado o
conjunto que resultar em A(G(jw)) = | para o=w: (SKOGESTAD e POSTLETHWAITE,
2001). Define-se a frequéncia de corte, wc, como a frequéncia em que 6,5 =1, quando

Omax €Sta decrescendo;



e Uma medida de proximidade de A(G) com a matriz identidade ¢ definida por:

MGRy = ||ACG) = I]| (3.15)

Em que MGRy é 0 nimero da MGR e é uma norma da matriz quadrada. Como jé citado
em outras palavras no topico anterior, se MGRy = 0, a descentralizacdo € boa.
Entretanto, essa condicdo ndo é suficiente. Para compensar essa deficiéncia, propde-se
um limite, tornando uma medida independente da matriz que € definida. Para uma matriz
n x n, define-se MGRy = €n?, em que n é a ordem da matriz e £ representa o limite da
média das magnitudes dos elementos de || — A(G)||. Para uma boa descentralizacdo, €
deve ser pequeno (e < 0,1), portanto € preferivel evitar pares correspondentes a valores

grandes de & na regido da frequéncia de cruzamento.

Milanovic e Duque (2001) usaram algumas propriedades usuais da MGR para escolher
0s pares entrada-saida mais influentes no sistema. No entanto, a aplicacéo isolada da MGR nessa
selecao possui certas limitacdes, como por exemplo a impossibilidade de selecionar a saida mais

eficaz entre sinais de uma mesma unidade de geragé&o.

Diante disso, Castro e Araujo (2002) propuseram, entdo, um método que emprega MGR
e valores singulares para selecionar os pares entrada-saida mais eficazes para utilizacdo de
controladores descentralizados. Essa é uma técnica que provou ser efetiva e segura para a
selecdo de sinais.

3.4 Procedimento para selecdo de entradas e saidas

Devido a insuficiéncia da selecdo de pares entradas-saidas apenas pela aplicacdo da
MGR, sera utilizado o0 método apresentado por Castro e Aradjo (2002). Este método seleciona
simultaneamente o conjunto mais eficiente de saidas e entradas e somente depois aplica 0s

controladores. O procedimento para sua utilizagdo efetiva seré descrito a seguir:

1) Determinar a MGR completa na frequéncia o = 0, para obter, portanto, a matriz A(0)

(estado estacionario), que considera as entradas e saidas de todas as unidades;

2) Desconsiderar para seleg@o todos os pares para os quais Ajj < 0 e, para cada unidade,

desconsiderar a(s) saida(s) com Y2 A < 1;
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3) Analisar as saidas com valores maiores de }.;Z; A;; e 0s pares com valores grandes de

A5 > 0;

4) Eliminar os sinais e entradas pouco efetivos ou que provoquem interacdes

indesejaveis;

5) Formar todos os conjuntos com p entradas e p saidas, considerando que p
controladores s&o suficientes para amortecer os modos de oscilagdo com controle

robusto do sistema;

6) Testar 0s conjuntos para verificar a descentralizagdo na frequéncia w=wc e descartar
0s conjuntos com fortes interagdes entre as unidades (fraca descentralizacéo);

7) Comparar 0s conjuntos restantes atraves dos valores singulares, a fim de eleger o
conjunto com boa descentralizacdo e com a maior controlabilidade (0,55 Menor) na
faixa de modos de oscilacdo. Esse conjunto deve, entdo, ser escolhido para aplicacdo

de controladores descentralizados.

3.5 Conclusdes do capitulo

Neste capitulo, foi abordada a analise de sinais para controle descentralizado. Antes de
se chegar na anéalise propriamente dita, foram apresentados o0s conceitos de controlabilidade e
observalidade, que dizem respeito, respectivamente, a capacidade de um sistema de amortecer
um modo de oscilacdo e a contribuicdo desse modo na resposta do sistema.

Foram explorados, também, os conceitos de valores singulares, que estdo vinculados a
controlabilidade e a observalidade do sistema, e de Matriz de Ganhos Relativos (MGR), que
mede as interacfes em sistemas multivaridveis. O método utilizado neste trabalho emprega
valores singulares e MGR para selecionar os pares entrada-saida mais eficazes para utilizacdo

de controladores descentralizados.
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4 PROJETO DE CONTROLADOR ROBUSTO DESCENTRALIZADO

Neste capitulo, é apresentado o projeto de controlador robusto descentralizado, que
resultard numa func&o objetivo. A finalidade é minimizar a funcéo objetivo de modo a encontrar
os valores dos parametros do controlador que satisfacam a condi¢édo de robustez, alcangando,
assim, o amortecimento das oscilagfes. O controlador com os parametros adequados sera

aplicado em um sistema carga-frequéncia com trés areas.

4.1 Controladores Robustos

A teoria de controle linear 6timo e a teoria de controle linear quadratico gaussiano
pareciam ser, nas décadas de 60 e 70, as técnicas ideais de controle de sistemas
(KWAKERNAAK e SIVAN, 1972). No entanto, devido a algumas limitagdes, como a
necessidade de realimentagéo de estado direta ou indireta e a falta de robustez, elas passaram a

se tornar obsoletas.

As deficiéncias nessas técnicas levaram alguns estudiosos a desenvolver uma nova
técnica que levasse em consideracdo as incertezas, surgindo, entdo, a teoria de controle robusto
(ZAMES, 1979, DOYLE, 1979). De acordo com Kwakernaak (1993), o problema de controle
robusto ndo € de solucdo Unica, entdo a robustez pode ser atingida mesmo satisfazendo a
algumas restrigdes. Neste trabalho, as restrigdes estabelecidas serdo: controle descentralizado e
controladores de pequena ordem. O projeto para atender a essas restricbes é apresentado no

topico a seguir.

4.2 Projeto do controlador

Os controladores sdo projetados levando em consideracdo os erros de modelagem,
também conhecidos como incertezas. O termo incertezas diz respeito as diferencas ou erros
entre 0os modelos e a realidade. Qualquer mecanismo utilizado para expressar esses erros €
denominado de representacédo de incertezas (SANTOS, 2019). A configuracdo geral do sistema

com incertezas € ilustrada na Figura 4.1.

Na Figura 4.1, A simboliza o conjunto de todas as possiveis incertezas que sdo agrupadas
em uma Unica matriz, q é o vetor que engloba ruidos, disturbios e sinais de referénciae z é o

vetor que contém todos os sinais que devem ser controlados e os erros de seguimento. O objetivo
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original € minimizar o efeito de entradas q nos sinais de saida z. O problema, entretanto, é que

esse modelo resulta em um controlador centralizado e de ordem elevada (CASTRO, 2006).
Figura 4.1 - Configurag&o geral do sistema de controle.

Incertezas

A e

entradas exogenas q - P pe 2 Sddas exdgenas

u Y
sinais de controle

sinas de saida

H e

Controlador

Fonte: (Castro, 2006).

Devido a ordem elevada do controlador resultante e ao problema de centralidade,
prople-se a técnica em que os controladores sdo projetados usando diretamente o modelo na
forma frequencial, considerando o sistema multivariavel e representado pela configuragdo
apresentada na Figura 4.2. Nela, observa-se que a matriz M(jw) inclui o sistema nominal
representado pela matriz G, o controlador H e os pesos. Esta configuracdo, conhecida como M-

A, serd utilizada neste trabalho para projetar o controlador.

Figura 4.2 - Configuracdo M- A utilizada para analise de estabilidade robusta.

Ajo)  -———

= Mjo)

Fonte: (Castro, 2006).

Skogestad e Postlethwaite (2001) apresentam dois teoremas distintos para garantia da
estabilidade. No primeiro teorema, conhecido por teorema de sistemas com incertezas
estruturadas, assume-se que M(jw) e A (jw) s@o estaveis, entdo o sistema M-A serd estavel para

todas as incertezas com o4 (A(jw)) < 1, Vw, Se e somente se:



u(M(jw)) < 1,Vw (4.1)

Onde u(M), conforme Chen e Malik (1994), ¢é o valor singular estruturado de M.

No segundo teorema, conhecido por teorema de sistemas com incertezas nao-
estruturadas, assume-se que M(jw) e A (jw) sdo estaveis, mas A (jw) € uma matriz cheia — matriz
onde a maior parte dos elementos sdo nulos — devido a erros de modelagem, varia¢des de ponto
de operacdo e exclusdo de partes dinamicas dos geradores e da rede de transmissao. Nesse caso,

0 sistema M-A sera estavel para todas as incertezas com o4 (A(jw)) < 1, Vw, Se e somente se:

omax(M(jw)) < 1,V 4.2)

Essa € a condicdo para estabilidade robusta do sistema.

Assim, objetiva-se projetar o controlador com o uso direto da matriz M(jw) de maneira

que a Equacéo (4.2) seja obedecida.

Conhecendo o sistema de poténcia com controladores apresentado na Figura 3.1, do
capitulo anterior, é possivel reestrutura-lo, considerando as incertezas nao-estruturadas, para
encontrar a matriz M. Eliminando o distarbio d, mas considerando as incertezas refletidas nos
sinais de saida e representando-as pelas matrizes de peso W,(jw) e W,(jw), tem-se o

esquematico da Figura 4.3.

Figura 4.3 - Sistema de poténcia com controlador e incertezas ndo-estruturadas.

¥ (AN
Wija) —=  Alja) — Wajm)

B=0 71— 1

G{ja)

H(jo) =

Fonte: (Castro, 2006).

Ja foi visto que a MFTrf de malha fechada do sistema é dada por T = (I + GH)"'G.

Assim, sabendo que y, = Mu,, seguindo a Figura 4.3, verifica-se, entdo, que:
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M= —W, THW, (4.3)

O objetivo, entretanto, é projetar um controlador para estabilizar ndo apenas a planta
nominal, G(s), mas o conjunto de todas as plantas dado por: G'(s) = (I +
Wa(s)A(s)Wb(s)G(s)). Deseja-se estabelecer uma estrutura fixa e de pequena ordem para o

controlador H(s) de estrutura assim conhecida:

hy(s) 0 =« 0
0 0 -+ hp(s)
Neste trabalho, cada h;(s) sera representado por:
1+T 1+ T 14+ Typ-
hi(s) = K ( 18) ( 38)  ( >m-15) (45)

%14 T,s) (14 Tys) ™ (1+ Tyms)

Emque: 0,1 < % <10

2)

De acordo com Silva (2018), os controladores h;(s) podem, ainda, incluir filtros de baixa

frequéncia (washout), para eliminar erros persistentes no sinal de entrada, da forma:

k Ty s

> M 4.6
1+ Tys (46)

Assim, conhecida a matriz M(s), € preciso ajustar os parametros do controlador H(s), de

modo que se encontre a solucdo para o seguinte problema de otimizacéo:

min [sup (GméX(M(joo))) ] 4.7)

Onde sup (om4x(M)) significa o valor superior ou pico maximo de o4 (M).

Se ap6s a minimizacdo da Equacéo (4.7) o valor minimo do maior o4 (M) for igual ou
maior que 1, isso indica que a robustez estabelecida pelo teorema de sistemas com incertezas
ndo-estruturadas nao foi atingida. Nesse caso, aumenta-se a ordem de cada h;(s) e repete-se o

problema de otimizagéo.
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Como o,:x(M) ndo é funcdo explicita dos pardmetros do controlador, existe a
necessidade de usar algum método que ndo necessite calcular as derivadas da fungdo. Devido a
iSS0, seréd proposto 0 méetodo do Recozimento Simulado. Antes de explicar o método, no entanto,

sera apresentada uma simplificacdo para facilitar sua aplicacao.

Os pesos uniformes, como ja foi visto, sdo dados por W,(s) e Wy (s). Eles podem ser
assim reescritos: W,(s) = w,(s) -1 e W,(s) = wy(s) - 1. De acordo com Cruz (1996), w,wy
indica o Unico limite superior, representando o pior caso associado a todos os canais de controle.

Assim, a matriz M dada na Equacao (4.3) resulta em:

M= —w,0,TH (4.8)

Como o sinal negativo ndo afeta o resultado, ele pode ser desprezado. Chega-se, entao,

Gméx(M) = wawbcméx(TH) <l (4.9)

Essa Equacdo (4.9) pode ser assim reescrita:

Gméx(M) < wawboméx(T)Gméx(H) <l (4.10)

De (4.10) obtém-se:

1
(T < ———, Vo 411
Gmax( ) Gméx(wawbH) ( )
Reescrevendo (4.11), chega-se:
H—l
omax(T) < Omax (—w wb>'v‘” (4.12)
a

Assim, o intuito é otimizar a funcéo objetivo (M), através do método de Recozimento
Simulado, para obter grandezas dos parametros do controlador (T e K,), de tal modo que seja
satisfeita a condicdo de robustez, descrita pela Equacéo (4.12). O valor singular maximo de M
estd diretamente relacionado aos modos de oscilacdo, ou seja, a0 minimiza-lo, serdo
minimizados, também, os picos relacionados aos modos de oscilacéo, resultando em uma maior

estabilidade do sistema.
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4.3 Conclusédo do capitulo

Neste capitulo, foi apresentado o projeto de controlador robusto descentralizado.
Chegou-se a uma funcao objetivo, que serd minimizada atraves do método de Recozimento
Simulado, para que seja possivel obter os parametros adequados do controlador. Tais parametros

devem ser robustos de modo a garantir o amortecimento das oscilagdes.



METODO DE CONTROLE
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5 METODO DE CONTROLE

Neste capitulo, sera apresentado o método utilizado para obtencdo dos parametros de
controle adequados para um sistema de 3 &reas. Trate-se do Recozimento Simulado, que é
comumente utilizado em casos de fungdes implicitas. Antes de explica-lo, € importante conhecer

0 conceito de métodos heuristicos e meta-heuristicos, que é onde 0 método adotado se insere.

5.1 Métodos Heuristicos e Meta-heuristicos

Em problemas de otimizacdo, existe um numero elevado de combinacdes, que torna
invidvel a anélise de todas as possiveis solu¢cbes. Com o desenvolvimento da inteligéncia
computacional, muitos métodos heuristicos e meta-heuristicos estdo sendo utilizados para

solucdo desses problemas de otimizacdo (STELLE et. al., 2015).

De acordo com Romero e Mantovani (2004), a heuristica € uma técnica de otimizacdo
que obtém, através de etapas bem definidas, solucBes de boa qualidade para problemas
complexos. Ela comeca o processo de um ponto do espaco de busca dentro de um conjunto de
transicdes através do espaco de solucdes do problema e termina quando encontra um 6timo
local. Existem varios tipos de técnicas heuristicas; a diferenca entre elas esta na escolha do ponto
inicial para comecar as transi¢cdes, na caracterizacdo da vizinhanca e no critério utilizado para

escolher o proximo ponto.

O processo de heuristica finaliza quando todos os vizinhos testados sdo piores do que 0
valor adotado e obtém-se, entdo, a solucdo. No entanto, apesar de ser rapido e ter facil
formulacdo e implementacdo, a heuristica ndo tem habilidade de encontrar a solugcdo étima
global de um sistema complexo. Geralmente, segundo Romero e Mantovani (2004), esse método

encontra apenas um 6timo local e com baixa qualidade.

Devido a limitacdo do método heuristico, muitas vezes utilizam-se os métodos meta-
heuristicos. Neles, de acordo com Stelle et. al. (2015), existem mecanismos internos que evitam
a parada em Otimos locais. Essa técnica e considerada uma evolucéo dos algoritmos heuristicos
e é caracterizada pelo processo de obter, de forma eficiente, em um espaco grande, um 6timo

global, procurando-o em um conjunto reduzido por vez.

Assim, na meta-heuristica, realiza-se a busca da solucdo de uma maneira mais inteligente

e eficaz. Muitos sdo os métodos que utilizam a técnica meta-heuristica para problemas de
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otimizag&o. Alguns deles sdo: Algoritmo Genético, Tabu Search, Enxame de Particula, Pattern
Search e, por fim, o Recozimento Simulado, que sera utilizado neste trabalho.

5.2 Recozimento Simulado

O Recozimento Simulado, também conhecido como Simulated Annealing, € umatécnica
meta-heuristica proposta por Metropolis et al. (1953). Inicialmente, consistia apenas em um
método de busca randémica para solucionar problemas de otimizagéo termodindmica e foi assim

nomeado pelo fato de simular o processo de recozimento — ou recristaliza¢do — de metais.

No processo de recozimento de metais, a temperatura do sistema é elevada até pouco
abaixo do ponto de fusdo do material. Depois, ela é reduzida de forma lenta e é dado um tempo
para 0 material se acomodar a cada nova temperatura, na tentativa de minimizar sua energia. A
sequéncia é continuada até que seja obtida uma estrutura cristalina livre de imperfei¢des, que
ocorre em baixa energia. A temperatura regula a probabilidade de aceitar solugdes ruins, mas o
material ndo deve ser resfriado bruscamente para que sua estrutura ndo fique desordenada e
instavel (VIEGAS e AFFONSO, 2017).

No procedimento de recozimento de metais, busca-se, entéo, reduzir a energia. Em cada
passo do algoritmo de Recozimento Simulado, sdo dados deslocamentos aleatérios em cada
atomo e a variacdo de energia , AE, é calculada. Se AE < 0, o deslocamento € aceito e a nova
configuracdo da estrutura cristalina passa a ser o ponto de partida para o proximo passo. Por
outro lado, se AE > 0, a nova configuracdo pode ser aceita, porém de acordo com a

probabilidade:

P(AE) = €T, 6

Um ndmero aleatorio distribuido de maneira uniforme no intervalo [0,1] é calculado e
comparado com p(AE). O critério de Metropolis determina que a configuragdo sera aceita se 0
numero aleatorio for menor do que p(AE). Caso seja maior, ocorre rejeicdo e a configuracdo
anterior € utilizada como ponto de partida para o proximo passo. Repete-se 0 procedimento até
que se chegue a uma temperatura que fornecerda a configuragdo com energia minima. A

temperatura regula a probabilidade de aceitar solugdes ruins.
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Kipkpatrick et. al (1983) estenderam este método de otimizagdo termodindmica para o
problema de otimizacdo combinatorial. Devido a isso, é possivel fazer uma analogia entre um
problema de otimizacdo e o processo de recozimento de metais. De acordo com Viegas e
Affonso (2017), as solucdes do espaco de busca sdo comparadas aos estados possiveis de um
metal, o valor da funcéo objetivo equivale a energia em cada estado, e a solugdo 6tima local —

provavelmente global — corresponde a energia minima.

Assim, com base nesse conhecimento, é possivel definir, segundo Soeiro et al. (2016) e
Viegas e Affonso (2017), o passo-a-passo do algoritmo de Recozimento Simulado para processo

de otimizacao:

1) Escolher uma solucdo inicial de maneira randémica. Esta solugdo passa a ser a solugéo
atual, X, e 6tima, X*;

2) Definir uma temperatura inicial, Ty;

3) Selecionar, de forma aleatdria, uma solucao X', que € uma solucdo vizinha a X;

4) Calcular o valor da variacdo da fungéo objetivo: 6f = f(X") — f(X);

5) Caso a variagdo da funcdo objetivo seja menor que zero (6f < 0), 0 método aceita o
movimento e X' passa a ser a solucgdo atual 6tima (X* = X').

6) Se a variacdo da fungéo objetivo for maior ou igual a zero (6f > 0), gera-se um niimero

aleatdrio rand entre 0 e 1, indicando que uma solucéo pior foi encontrada em X'. O valor

-6f
de probabilidade de transicdo p = e T é computado e comparado com rand. Se p >

rand, 0 novo ponto é aceito, X* € atualizado e o algoritmo se move numa direcdo de
subida. Se p < rand, entdo X' € rejeitado.

7) Atualizar valor de temperatura e verificar se a temperatura do sistema ainda é maior do
que a temperatura final minima pré-estabelecida. Caso seja, volta-se ao passo 3 e a busca
continua até que ela fique menor que a temperatura final pré-definida. No término, a
melhor solugdo encontrada para o problema proposto estaréa contida na variavel solucéo
final, X*.

E necessario que sejam feitos comentarios sobre alguns importantes passos do algoritmo
de Recozimento Simulado. No passo 1, atribui-se X* ao valor da solugéo inicial X por ser a
melhor solugdo conhecida até entdo. No passo 2, o valor do parametro T, definido pelo usuario,
depende do tipo de problema analisado, mas deve ser suficientemente grande para que todas as
transicOes sejam inicialmente aceitas (SOEIRO et al., 2016).
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No passo 6, viu-se que, quando um novo ponto é aceito como solucdo, o algoritmo se
movimenta em dire¢do de subida, ou seja, em um movimento ascendente. Aqui, é necessario
saber que dois fatores reduzem a probabilidade desse movimento ser ascendente: baixas
temperaturas e elevadas diferencas nos valores das funcgdes calculadas. Essa é uma tentativa de

se escapar dos minimos locais (SOEIRO et al., 2016).

No passo 7, apds Nt vezes nos loops em movimento ascendente, a temperatura é

reduzida. A nova temperatura é dada por:

T = rrxT, (5.2)

Em que ry € o coeficiente de reducdo de temperatura e € um nimero entre 0 e 1 que deve

ser determinado pelo usuario.

Ainda de acordo com Soeiro et al. (2016), uma temperatura baixa reduz a probabilidade
de movimentos ascendentes. Isso produz um alto nimero de pontos rejeitados e, portanto,
diminui os comprimentos dos passos. Além disso, o primeiro ponto a ser testado em uma nova
temperatura é o Otimo atual. Passos pequenos e inicio no 6timo atual significam que sera

explorada a area do espaco de projeto que for mais promissora.

Nota-se, portanto, que, no inicio do recozimento simulado, tem-se uma estimativa
grosseira do espaco de projeto, uma vez que 0s parametros iniciais sdo definidos aleatoriamente
pelo usuério. Isso faz com que as movimentacdes acontecam com passos maiores. A medida
que a temperatura cai, 0 método vai focalizando lentamente a area onde o minimo global deve
estar localizado. No fim do algoritmo, com temperaturas muito baixas, o0 método sé aceita

transicOes para solugdes melhores.

Com base no que foi explicado sobe o método proposto, € mostrado, na Figura 5.1, 0
fluxograma para o algoritmo do recozimento simulado original utilizado em recozimento de
metais. De maneira analoga, na Figura 5.2, é exibido o fluxograma para o recozimento simulado
aplicado neste trabalho, onde a fungdo objetivo que se deseja minimizar € a fungdo M, ja

mostrada na Equacéo (4.8).
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Figura 5.1 - Fluxograma para recozimento de metais.

Funcéo objetivo E = f(+)
Solucéo Inicial: X

Solugdo Otima: X*

Solugdo Otima Inicial: X* « X
Temperatura Inicial: T « T,
Temperatura Final: Ty « Ty

A4

Gerar solucdo vizinha X’

A 4

Calcular f(X)
Calcular f(X”)
Calcular AE = f(X’) - f(X)

SIM NAO
Gerar n° aleatério
rand [0,1]
—_AE
rand<e T
SIM NAO
X X >
TerpeT
NAO
T=Te » >
SIM
X« X*

Retornar valor de X

Fim

Fonte: (Autoria prépria, 2020).




Figura 5.2 - Fluxograma para recozimento simulado proposto neste trabalho.

Funcéo objetivo M = —w,w, TH

Controlador: H=K (s + T1)/(s + T2)

Solucdo Inicial: K, T1, T2

Solugdo Otima: K*, T1*, T2"

Solugdo Otima Inicial: K« K, T1"« T1, T2 < T2
Temperatura Inicial: T « T,

Temperatura Final: Ty « Ty,

v
Gerar solugdes vizinhas |

K, TI’, T2

A
Calcular f(K, T1, T2)
Calcular f(K’, T1°, T2’)
Calcular AM = f(K’, T1°, T2’) - f(K, T1, T2)

SIM NAO
Gerar n° aleatério
rand [0,1]
ﬂ
rand<e T
K' « K’ SIM NAO
Tl « T’ |« >
T2" « T2’
\
Terp: T
NAO
T=Te > >
SIM

KeK,T1l«T1, T2« T2
Retornar valor de K, T1, T2

Fim

Fonte: (Autoria prépria, 2020).



5.3 Conclusao do capitulo

Viu-se, neste capitulo, que o processo de Recozimento Simulado para otimizacdo de
sistemas é proveniente do processo de Recozimento de Metais. Ele é proposto neste trabalho
com o objetivo de encontrar os parametros adequados de controle que serdo utilizados em um
sistema de 3 &reas. O método de Recozimento Simulado é uma técnica meta-heuristica, onde as
solugdes fogem do minimo local e encontram o minimo global. Foi apresentado um passo-a-
passo explicando como aplicd-lo, de modo a tornd-lo mais compreensivel e facilmente

utilizavel.
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6 RESULTADOS

Neste capitulo, sdo mostrados, inicialmente, os resultados referentes a sele¢do dos
sinais de entradas e saidas adequados para um sistema interligado de 3 areas. E utilizado o
método de selecdo apresentado no capitulo 3, utilizando MGR e valores singulares. Apds
mostrar a selecdo de entradas e saidas, € colocado um controlador de baixa ordem em cada
area do sistema, com pardmetros obtidos por Recozimento Simulado, para amortecer as

oscilagdes.

E feita, ainda, uma anélise estatistica do método de Recozimento para verificar a
repetibilidade dos pardmetros de controle obtidos. Em seguida, o resultado do amortecimento
com 0s pardmetros resultantes do Recozimento é comparado com diferentes métodos de
controle, propostos por outros autores, utilizados para 0 mesmo sistema: Algoritmo Genético,

Tabu Search, Enxame de Particula e Pattern Search.

Por fim, para analisar a robustez do método, foram utilizados os parametros obtidos
no Recozimento Simulado em outras duas situacGes: retirando um dos controladores e
variando a poténcia de intercambio. O intuito é observar se, mesmo com essas perturbacdes,

é possivel alcancar a robustez.

6.1 Selecdo de sinais em um sistema de 3 areas

O esquematico do sistema de poténcia de controle de carga-frequéncia de trés areas
equivalentes interligadas que sera adotado esta ilustrado na Figura 2.8, no capitulo 2. O
modelo dindmico, representado por espaco de estado, linearizado em torno de um ponto de
operacdo, € apresentado por Calvert e Titli (1989). Segundo o exemplo apresentado por eles,

0s parametros do sistema em estudo séo:

o Ty =Ty = Tpz =20s5;

o Kp; =Ky = Kyz = 240 Hz/pu MW;
e R; =R, = R;=24Hz/puMW;

e T =008s; Tgr =0,25s; Tgz =0,35;
o Tg;=03s; Tg; =0,4s; Tgz =0,55;

e T =TI, =0,0866 pu MW;

o dip = dzp = _0,5
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O modelo do sistema é representado pelas EquacGes (2.23), (2.24), (2.25) e (2.26),
mostradas no capitulo 2. Esse sistema possui trés modos de oscila¢do do tipo interarea. Os
modos de oscilacdo estdo vinculados a autovalores. Através do MATLAB®, é possivel

encontrar os autovalores da matriz A do sistema, vista no Apéndice A. S&o eles:

e A\ = —0,1759 +3,0010s7%;
e A= —01199 #+;4,0102s7%;
e A3 = —0,1893 +j4,641057 1,

Assim, sera necessaria a atuacao de controladores para amortecer 0s modos nas trés

areas.

Por meio de codigo em MATLAB®, ¢ possivel obter a MGR no estado estacionario.
O cadigo pode ser visto no Apéndice B. Aplicando-se a MGR nesse sistema, no estado
estacionario, e considerando-se apenas entradas e saidas que podem ser usadas para controle,

acompanhada da soma de cada uma das linhas, tem-se:

3
AP APc3 APc, z Ay

1
0,0834 0,0834 0,1667 ,3335 - Af;

0,7500 -0 0,2500 1 — APge1
A(0) = [0,0834 10,0834 0,1667| 0,3335 - Af,
-0 0,7500 0,2500 1 — APie;

0,0834 0,0834 0,16671 10,3335 - Af;

Ao se analisar A(0), observa-se que todos 0s seus elementos sdo menores que 1. 1sso
indica a grande probabilidade de o controle do sistema ser facilmente obtido. Vé-se, ainda,
de acordo com a magnitude dos valores, que 0s conjuntos entradas-saidas mais efetivos para
aplicacdo de controladores sdo ( APqq, APyjeq) € (APc3, AP;ie2). Nota-se, por fim, que apenas
dois pares de entrada-saida sdo completamente ineficazes: (APcs, APtie1) € (APc1, APtie2). ESSa

consideragdo também é valida para w # 0.

Como ja foi mencionado, a MGR néo ¢ suficiente para analisar o desempenho dos
pares entrada-saida do sistema. Devido a isso, sdo calculados os valores singulares da matriz
de transferéncia. Para esse sistema, os valores singulares de G(0) S80 64x = 2,539 € Oppin =
0,811, resultando em y = 3,13. Esse numero de condi¢do pequeno confirma a previséo de

que o controle do sistema sera simples de ser realizado.



Por meio do MATLAB®, utilizando-se a fungio sigma, foram encontrados os valores
singulares para os pares entrada-saida selecionados, (APcq, APie1) € (APc3, APyez). Eles
podem ser vistos na Figura 6.1. Nela, os valores singulares do sistema séo apresentados em

dB versus w em rad/s.

Pela Figura 6.1, é possivel observar que os trés MO séo influentes em virtude dos
picos de o4 O MO 1, no entanto, é praticamente nao controlavel devido a existéncia de
um vale, que indica a presenca de um zero influente, z = —0,2755 +j2,9905. Apesar de
ele ndo ser localizado no semiplano direito, estd muito proximo e com a mesma frequéncia

desse modo, exercendo influéncia negativa sobre ele.

Figura 6.1 - Valores singulares do sistema em dB versus em rad/s para os 2 pares selecionados.

Valores singulares (d8)

Frequéncia (rad/s)

Fonte: (Autoria propria, 2020).

Devido a restricdo provocada pela existéncia do zero, foi necessario acrescentar um
novo par entrada-saida para melhor controle do sistema. O par escolhido foi (APc2, Af2). Ao
gerar os valores singulares do novo conjunto, (APcq, APije1), (APcs, APies). € (APc2, Af),

chega-se ao gréafico da Figura 6.2.
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Figura 6.2 — Valores singulares do sistema em dB versus em rad/s para os 3 pares selecionados.

Valores singulares (d8)

Frequéncia (rad's)

Fonte: (Autoria propria, 2020).

Para o caso da Figura 6.2, o valor singular o,,,;, € maior em toda faixa de frequéncia

de maior interesse. Isso indica maior controlabilidade dos modos.

Com o objetivo de melhorar a descentralizacdo do controlador, considerou-se a
representacdo do sistema com composicdo de sinais de saida, que € um recurso bastante
utilizado na prética e foi adotado por autores como Silva Filha (2012), Silva (2018), Santos
(2019) e Castro (2006). Ele pode ser visto na Equacéo (6.1).

yg = |Pyer + Bfy Piez + Bfz —Pyez + Bfy| (6.1)

Conforme jé foi citado no capitulo 2, o termo B é o fator Bias e a relagdo P,e; + Bf
é o Erro de Controle de Area (ECA). Ambos sio bastante utilizados como operadores do

controle de frequéncia e do intercambio de sistema de poténcia.

No que diz respeito ao ECA, ele pode ser positivo, que indica que a area deve diminuir
a geragdo, negativo, que deve aumentar, ou nulo, que representa o estado de equilibrio

alcancado. Em relacdo ao Bias, de acordo com Cohn (1961) e Elgerd (1976), procura-se,

; - \ r - . 7 . 1
normalmente, torna-lo igual a caracteristica natural combinada da area, ou seja, B; = =t
1

D;. O valor de B é comumente maior do que 0 e menor do que 1. Para este trabalho, de
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acordo com os parametros do sistema em estudo, obteve-se o valor dominante B; = B, =
B =0,417 MW/Hz.

A partir disso, verifica-se que o0s sinais de y, com as entradas u resultam em uma

descentralizacdo muito boa. Os graficos de 6,4x € Omin de Y2 = G, (jw)u podem ser vistos

na Figura 6.3.
Figura 6.3 - Valores singulares maximo e minimo de G, (jw).

Gméx
8 0
;;" min
=
L]
=1
4
(7]
['¢]
b
=
m
=

Frequéncia (rad/s)

Fonte: (Autoria propria, 2020).

Obteve-se, apos isso, a MGR na frequéncia de corte (quando o4« corta 0 0 db), ou
seja, em w. = 6 rad/s. Ela pode ser vista a seguir. O codigo para obtencdo dessa matriz pode
ser visualizado no Apéndice C.

1,064 —j0,038 0 — 0,064 +j0,038

A= |[—0,005-j0,003 1,0 —j0,11 0,005 +j0,11
-0,059 +j0,041 -0,0001+j0,11 1,059 —j0,152

Observa-se que se trata de uma MGR prdéxima da matriz identidade. Como ja foi visto
nas propriedades da MGR, isso justifica o controle descentralizado, ou seja, a colocagédo de
um controlador em cada area. Além disso, ao calcular a MGRy através da Equacao (3.15),
via MATLAB®, obtém-se um valor proximo de zero. Com essa matriz, chega-se, também, a

um € <0,1. Esses dois fatores garantem a boa descentralizacéo.



Pelo fato de as areas serem semelhantes, serdo aplicados controladores idénticos de

K(1+ST1)

primeira ordem do tipo h; = ety
2

em cada area. Os parametros do controlador séo

ajustados para minimizar a funcdo M, e, por consequéncia, diminuir o4, (T). Para encontra-

los, sera utilizado o método de otimizacdo Recozimento Simulado.

6.2 Parametros de controle e analise estatistica do Recozimento Simulado

Os parametros do controlador, K, T1 e T2, para amortecer as oscilagdes do sistema,
foram obtidos através do método de Recozimento Simulado. Os valores foram encontrados
através de um cdédigo desenvolvido no software MATLAB®. Foram adotados chutes iniciais
diversos e considerou-se a restricao pratica, onde T1/T> deve ser maior ou igual a 0,1 e menor

ou igual a 10.

Foram feitas 100 simulacfes para realizar uma anélise estatistica dos parametros
encontrados. Das 100 simulacdes, 72 delas obtiveram exatamente 0 mesmo resultado para 0s

3 parametros. Tal resultado é mostrado na Tabela 6.1.

Tabela 6-1 - Parametros do Recozimento Simulado

Parametros Valores encontrados
K 0,5
T1 0,01
T 0,001

Fonte: (Autoria propria, 2020).

Considera-se esse resultado como sendo satisfatorio, uma vez que as outras 28
simulacOes tiveram pequenas variagdes em relacdo aos valores da Tabela 6.1. Isso é
comprovado pelo fato de que, ao se fazer a média das 100 simulacdes, o resultado encontrado
foi K=0,5T1=0,01e T2=0,002. Os valores de K e T1 ndo tiveram varia¢des, considerando
a quantidade de casas decimais utilizada; ja T» sofreu variacdes, chegando a um valor
méaximo de 0,004 em 4 simulagdes. Assim, considerando que as varia¢fes foram muito

pequenas, serdo adotados os valores da Tabela 6.1 como parametros para controle do sistema.
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6.3 Resultado de amortecimento das oscilagbes com parametros de
Recozimento Simulado

Apds obter os parametros do topico anterior, desenvolveu-se o codigo para analisar o
amortecimento e a robustez do controle. No codigo, inicialmente, foram modulados, em
termo de espacgo de estados, os 3 controladores idénticos. Em seguida, estes controladores
foram alocados no sistema. A partir disso, foram plotadas duas figuras para observar os
resultados. Na primeira delas, a Figura 6.4, é possivel observar o amortecimento dos picos
dos modos de oscilagcdo do valor singular maximo do sistema. Nota-se que 0s 3 picos

anteriormente existentes no sistema foram amortecidos apds a aplicacdo dos controladores.

Figura 6.4 - Sistema antes e depois do controle com parametros de Recozimento Simulado.

= Sem controlador
= Com controladar

A0

Valores singulares (dB)

50

-R0

-El_-l 1 1
10-1 10" 101 102
Frequéncia (rad/s)

Fonte: (Autoria prdpria, 2020).

Na Figura 6.5, por sua vez, pode-se observar a robustez do controle. A condicéo de

robustez foi apresentada na Equacao (4.12). Vé-se, em preto, o grafico de o,,4(T), em que

-1

, . . ey H
T e a matriz de malha fechada do sistema, e, em vermelho, o grafico de o4« (—

Wy Wp

), onde

H ¢é o controlador e w,w;, S&0 0S pesos que representam as incertezas refletidas nos sinais

de saida.
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0,25s5+0,15

No cddigo desenvolvido, w,wp =
0,5s5+1

Esses valores na expressdo sao

comumente usados na literatura, em trabalhos como os de Silva Filha (2012), Silva (2018),
Santos (2019) e Castro (2006), para atender as condi¢fes desejadas. Vé-se, pelos gréficos,
que a Equacéo 4.12 foi atendida, e, portanto, o controle robusto do sistema foi alcangado

utilizando controladores descentralizados de 12 ordem.

Assim, a partir da analise dessas duas figuras, pode-se confirmar que o procedimento
proposto, utilizando MGR e valores singulares para selecdo de entradas e saidas, foi
adequado para a aplicacdo no sistema carga-frequéncia em estudo. Tal selecdo foi
fundamental para facilitar a aplicacdo do controlador projetado com parametros obtidos
através do método de Recozimento Simulado. Este método se mostrou satisfatorio, uma vez

que atingiu as condi¢bes de amortecimento e robustez desejadas.

Figura 6.5 - Robustez do sistema controlado com pardmetros de Recozimento Simulado.

Valores singulares (dB)

Frequéncia (rad’s)

Fonte: (Autoria prdpria, 2020).
6.4 Comparacdo do amortecimento com outros métodos de obtencéo de
parametros de controle

Neste topico, sdo apresentadas as comparagfes do sistema amortecido por

controlador obtido por Recozimento Simulado com controladores alcangados por outras
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técnicas propostas na literatura. Foi utilizado, para todos os métodos, 0 mesmo sistema de
poténcia, com 0s mesmos critérios para selecdo de sinais. Para comparacdo dos resultados,
0s parametros encontrados por Silva Filha (2012), Silva (2018), Santos (2019) e Castro

(2006) para as demais técnicas foram aplicados no codigo desenvolvido neste trabalho.

O primeiro método com o qual o Recozimento Simulado € comparado é o Algoritmo
Genético, abordado por Silva Filha (2012). E um método de busca aleat6ria que pode gerar
respostas diferentes para uma mesma funcgdo, com um mesmo conjunto de condi¢es iniciais.
Ele difere dos demais métodos de buscas aleatorias por considerar informagdes historicas
para encontrar novos pontos de busca, onde ha maior probabilidade de bom desempenho.

Eles sdo adequados para fun¢des multimodais e de perfis complexos.

No Algoritmo Genetico, os pardmetros encontrados foram K =0,4, T =0,001e T> =
0,01, ao passo que, como ja visto, os do Recozimento Simulado foram K =0,5, T: =0,01 e
T2 =0,001. O resultado dessa comparagdo pode ser visto na Figura 6.6. VV&-se que o resultado
obtido por Recozimento Simulado alcangou picos menores no valor singular maximo e teve,

portanto, melhor desempenho de amortecimento que o Algoritmo Genético.

Figura 6.6 - Comparagao entre Recozimento Simulado e Algoritmo Genético (este estudado por
Silva Filha, 2012).

= = Semcontrolador
20 F Recozimento Simulado | 4

7 3 Algeritmo Genético

=30

-40

Valores singulares (dB)

A0

60 | 1

-80 L L
10° 10"
Frequéncia (rad/s)

Fonte: (Autoria prépria, 2020).



Para dar continuidade, a compara¢do do Recozimento Simulado foi feita com o
método Enxame de Particulas, estudado por Silva (2018). Ele € de facil implementacéo, tem
poucos parametros a serem ajustados e é desenvolvido com base no conceito de posicéo e
velocidade. Possui capacidade de memoria maior que do Algoritmo Genético, mas, em
contrapartida, no Algoritmo Genético, as piores solugdes séo eliminadas e a busca é realizada
baseada em um grupo de melhores posigoes.

No Enxame de Particulas, os parametros encontrados foram K =0,5, T1=0,01 e T>
=0,001, ou seja, exatamente os mesmos parametros do Recozimento Simulado. Sendo assim,
o desempenho de ambos foi igual, como pode ser visto na sobreposicao de gréaficos na Figura
6.7.

Figura 6.7 - Comparacdo entre Recozimento Simulado e Enxame de Particulas Genético (este
estudado por Silva, 2018).

= = Semcontrolador
20 F —— Recozimento Simulado | -
i 3 Enxame de Particulas

Valores singulares (dB)

10° 10
Frequéncia (rad/s)

Fonte: (Autoria prdpria, 2020).

Em seguida, foi feita a comparagdo com o método Tabu Search, abordado por Santos
(2019). Ele tem como principal caracteristica a capacidade de iniciar o procedimento com
uma implementacdo simples, que pode ser atualizada ao longo do tempo, por meio da
incorporagdo de elementos mais avancados. Além disso, ele tem memoria de curto prazo,

que indica uma forma de exploracdo agressiva que torna possivel o melhor movimento,
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sujeito a exigir escolhas disponiveis para satisfazer as restricdes. Nele, os parametros obtidos
foram K =0,4, T: = 0,009 e T> = 0,009.

Comparado ao Recozimento Simulado, na Figura 6.8, vé-se que a maior parte da
curva de valor singular maximo do Tabu Search ficou abaixo da do Recozimento Simulado,
0 que mostra um melhor desempenho do Tabu. No entanto, as curvas ficaram bastante

proximas e ambas demonstraram bom desempenho.

Figura 6.8 - Comparacdo entre Recozimento Simulado e Tabu Search (este estudado por Santos,
2019).

— — Semcontrolador
Recozimento Simulado |
1 y Tabu Search

Valores singulares (dB)

-80 L L
10? 107
Frequéncia (rad/s)

Fonte: (Autoria propria, 2020).

Por Gltimo, fez-se a comparacdo com o método Pattern Search, estudado por Castro
(2006). Ele consiste num algoritmo com duas fases principais, que sdo repetidas. Essas fases
sdo denominadas busca exploratdria e pattern search. Na busca exploratéria, uma so variavel
é testada de cada vez, o que torna o processo lento; ja na pattern search, as variaveis sao

variadas simultaneamente na direcao definida pela busca exploratoria.

No Pattern Search, os parametros obtidos foram K = 0,7, T1 = 0,05 e T2 = 0,009. Na
Figura 6.9, vé-se 0 comparativo com 0 Recozimento Simulado. Observa-se que a curva do
Pattern Search obteve resultados de picos melhores do que a de Recozimento, mas o tempo

de resposta foi maior.



Figura 6.9 - Comparacdo entre Recozimento Simulado e Pattern Search (este estudado por Castro,
2006).

30 T T

= = Semcontrolador
Recozimento Simulado
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Fonte: (Autoria propria, 2020).

Para finalizar, plotou-se, conjuntamente, 0 comparativo do Recozimento Simulado

com os outros 4 métodos. Isto pode ser visualizado na Figura 6.10.

Figura 6.10 - Comparag&o entre Recozimento Simulado e todos os outros métodos.
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Fonte: (Autoria prdpria, 2020).



Nota-se que o método de melhor desempenho em termo de amortecimento de picos
de oscilacao foi o Pattern Search, mas, como ja mencionado, teve um elevado tempo de
resposta. De maneira geral, todos os métodos tiveram um bom desempenho e 0s picos
amortecidos ficaram proximos. O Recozimento Simulado teve uma performance idéntica a
do Enxame de Particulas. Ambos apresentaram resultados melhores do que o Algoritmo
Genético e um pouco menos eficazes do que o Tabu Search.

6.5 Analise de robustez do controlador projetado por Recozimento Simulado

Com base no tdpico anterior, viu-se que o Recozimento Simulado foi eficaz para
amortecimento dos modos de oscilacdo. Agora, pretende-se analisar a robustez desse método,
isto é, se ele consegue atuar de maneira satisfatoria quando submetido a maiores

perturbacdes.

6.5.1 Variacdo da poténcia de intercambio

Inicialmente, simulou-se o sistema com uma variagdo de 10% da poténcia de
intercAmbio. Na Figura 6.11, é possivel observar o amortecimento do sistema nesta situacao.
Nota-se que, apesar de ndo ter tido 0 mesmo desempenho do tépico anterior, os picos foram
amortecidos se comparados ao sistema original. Na Figura 6.12, por sua vez, pode-se
visualizar a robustez do controle. Vé-se que a condigéo de robustez da Equacéo (4.12) foi

atendida, uma vez que a curva do sistema com controlador ficou abaixo da curva
H—l

Gméx (mawb)'
Para verificar o limite de variacdo da poténcia de intercAmbio na resposta eficaz do

sistema, aumentou-se a variag¢do para 20%. O resultado do amortecimento € visto na Figura

6.13 e 0 da robustez na Figura 6.14.

Pela Figura 6.13, vé-se que os picos do sistema foram amortecidos se comparado ao

sistema original. No entanto, ao observar a Figura 6.14, nota-se que um dos picos - mesmo
. . H™! -
amortecido - da curva do sistema ultrapassou a curva de 6,4 (ﬁ) . Isso indica que, com
aWp

0 aumento de 20%, a robustez ndo foi alcancada. Assim, apds essa e outras simulaces,

verificou-se que o controlador de 12 ordem projetado atende a robustez num limite maximo
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de variacdo de 10% da poténcia de intercambio. Variacdes de poténcia acima desse limite

foram testadas e ndo atenderam a robustez.

Figura 6.11 - Amortecimento com 10% da variacéo de Ptie.

Sem Controlador
Com controlador |
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-80
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Fonte: (Autoria propria, 2020).
Figura 6.12 - Robustez com 10% da variagdo de Ptie.
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Figura 6.13 - Amortecimento com 20% da variacdo de Ptie.
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Fonte: (Autoria propria, 2020).

Figura 6.14 - Robustez com 20% da variagdo de Ptie.
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Fonte: (Autoria propria, 2020).
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6.5.2 Simulagéo de falta

Neste topico, simulou-se a ocorréncia de falta no sistema, através da retirada de um
dos trés controladores. Na Figura 6.15, observa-se o amortecimento do sistema nesta
situacdo. VVé-se que, apesar de os picos amortecidos terem ficado abaixo dos picos do sistema
original, eles ainda se apresentaram bastante acentuados. Nota-se, assim, uma perda na
eficiéncia de amortecimento com a retirada de um dos controladores. Apos analisar a

capacidade de amortecimento, seré analisada a robustez na Figura 6.16.

Figura 6.15 - Amortecimento com retirada de um controlador.

Sem Controlador
Com controlador | -

Valores singulares (dB)

il:l'] 1|JC 1|j|1 ‘]lj2
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Fonte: (Autoria propria, 2020).

Nota-se, na Figura 6.16, que um dos picos da curva do sistema ultrapassou a curva

-1
omax |——) €, portanto, considera-se que a robustez ndo foi atingida nessa condicéo de
a WaWp

simulacgdo. Assim, conclui-se que o controlador de 12 ordem projetado néo foi suficiente para

atuar na situacéo de falta de um controlador.
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Figura 6.16 - Robustez com retirada de um controlador.
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Fonte: (Autoria propria, 2020).

6.6 Conclusdo do capitulo

Neste capitulo, foi feita, inicialmente, a selecdo de sinais para um sistema de 3 areas.
Primeiramente, utilizou-se MGR para tal selecdo, no entanto, viu-se que sua utilizacédo
isolada era insuficiente. Assim, além da MGR, foi necesséario utilizar valores singulares para
uma selecdo mais assertiva. Para representacao eficaz do sistema, foram selecionados 3 pares
entrada-saida e, em seguida, foi feita uma combinacdo de sinais para melhorar o resultado
obtido.

Por terem sido selecionados 3 pares, foram utilizados 3 controladores. Para encontrar
0s parametros dos controladores, foi utilizado o método de Recozimento Simulado. Fez-se
uma analise estatistica dos resultados e percebeu-se que houve uma alta repetibilidade dos

parametros obtidos pelo método.

Ao se aplicar os parametros encontrados, os picos do sistema foram amortecidos e a
robustez foi atendida. O resultado desse amortecimento foi comparado com outros métodos

de controle e, de maneira geral, todos tiveram um bom resultado de amortecimento.
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Por fim, foram feitas simulagGes para analisar o amortecimento e a robustez do
sistema em casos de variacao de poténcia de intercambio e de perda de um controlador. Viu-
se que o controlador projetado consegue ser eficaz e robusto em até 10% de variacdo da
poténcia, mas ndo consegue apresentar um bom desempenho no caso de perda de um
controlador.
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CONCLUSAO
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7 CONCLUSOES FINAIS E SUGESTOES PARA TRABALHO
FUTURO

Neste trabalho, foram abordados alguns aspectos importantes para alcancgar o objetivo
principal: sintonizar um controlador, a ser modelado pela técnica de Recozimento Simulado,
para atuar em pequenas perturbacdes. Inicialmente, foram apresentados conceitos vinculados
a estabilidade de sistemas elétricos. Depois, foi abordada a analise de sinais para controle
descentralizado, onde foi explicado o uso de valores singulares e MGR para selecionar 0s

pares entrada-saida mais eficazes para uso de controladores descentralizados.

Apos isso, apresentou-se o projeto do controlador robusto descentralizado. Nesse
projeto, obteve-se uma funcdo objetivo, que deve ser minimizada atraveés do método de
Recozimento Simulado para encontrar os parametros de controle mais robustos. Em seguida,
explicou-se 0 método do Recozimento. Viu-se que tal método é uma técnica meta-heuristica
capaz de encontrar minimos globais, que € o objetivo desejado para obter os melhores valores
de K, Tre To.

Por fim, foram exibidos os resultados obtidos. Apresentaram-se 0s parametros do
sistema a ser controlado. A partir desses parametros, por meio do método utilizando valores
singulares e MGR, foi possivel selecionar os melhores pares entrada-saida para representacao
do sistema. Viu-se, ainda, que as 3 areas do sistema sdo semelhantes e, devido a isso, foram

usados 3 controladores iguais, sendo um em cada area, em virtude da descentralizagdo.

Para encontrar os parametros dos controladores, utilizou-se o método de
Recozimento. Uma analise estatistica foi feita para analisar a repetibilidade dos valores
encontrados. O percentual de repetibilidade dos parametros escolhidos para serem usados na
simulacdo foi de 72%. Os outros 28%, por sua vez, também apresentaram valores bem

préximos dos utilizados para simulacdes.

Os controladores foram sintonizados com os parametros encontrados e, em seguida,
foram aplicados no sistema. A partir disso, 0s picos do sistema foram amortecidos e a
robustez foi atendida. 1sso mostrou a eficacia nos parametros obtidos através do método de

Recozimento Simulado.

O resultado alcangado foi comparado com outros métodos de controle. Em termos de
amortecimento, o melhor resultado foi apresentado pelo Pattern Search. O Recozimento

Simulado teve um desempenho igual ao do Enxame de Particulas; ambos apresentaram
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resultados melhores do que o Algoritmo Genético e um pouco menos eficientes do que o
Tabu Search.

Para finalizar os resultados, foram feitas simulacdes com o objetivo de verificar a
robustez do sistema em duas situagdes atipicas: variacdo de poténcia de intercdmbio e perda
de um controlador. Viu-se que o controlador projetado conseguiu manter sua robustez quando
a variacdo da poténcia foi de até 10%, mas ndo apresentou boa performance quando ocorreu

perda de um controlador.

Viu-se, assim, a partir dos resultados alcancados, que o controlador de 1% ordem
ajustado por Recozimento Simulado obteve bons resultados para incertezas ndo elevadas,
pois foi suficiente para amortecer os modos de oscilacdo do sistema, mas nao foi capaz de
manter sua robustez quando ocorreram maiores perturbacdes. Resultados melhores poderiam

ser alcangados com controladores de segunda ordem, mas isso dificultaria a implementacéo.

Diante disso, para trabalhos futuros, sugere-se que o método do Recozimento
Simulado seja utilizado para obtencdo de parametros de controlador de ordem maior, de
modo que seja possivel verificar se isso sera capaz de manter a robustez mesmo diante destas
perturbacdes. Sugere-se, ainda, que 0 método também seja aplicado em sistemas diferentes
do que foi utilizado, com mais geradores ou mais areas interligadas, para analisar sua eficécia

em sistemas maiores.
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APENDICE A

Desenvolvimento das matrizes A;, B e C; de representacdo do sistema.

Matriz A,
1 K K
= 0 Dpr _Zpl
0 0 0 0 0
Tpt Ty  Tp
1 1
. -— 0 0 0 0 0 0 0
RiT; Ta
1 1, 0 0 0 0 0
0 Tsl Ts].
i)
2nTy, 0 0 0 0 0 0 0 -2nTd
1 K3 K
0 0 o o -— o =2 B
Tus Tys Tps
A= ’ ’ ’ b RlT ] T1 ° ° ’
363 G3
0 0 0 0 0 1 .=
T T
T53 s3
0 0 0 0 211-".[':%]2 0 0 0 —ZTT’I‘Suz
_Es BT
0 0 0 Tpﬂau 0 0 0 Tpm 3z TP’_.’
1
0 0 0 0 0 0 0 0 RoTs
0 0 0 0 0 0 0 0 0

0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
K.
0 2
1
Tez
1 1
ng TSZ

Substituindo pelos parametros do sistema em estudo, vistos no capitulo 6, chega-se a:

'—0,05 0 12,00 —12,00 0 0 0 0 0
-521 —12,50 0 0 0 0 0 0 0
0 3,33 —3,33 0 0 0 0 0 0
0,54 0 0 0 0 0 0 0 —0,54
0 0 0 0 —0,05 0 12,00 —12,00 0
A, = 0 0 0 0 —-1,39 -3,33 0 0 0
0 0 0 0 0 2,00 —2,00 0 0
0 0 0 0 0,54 0 0 0 —0,54
0 0 0 6,00 0 0 0 6,00 —0,05
0 0 0 0 0 0 0 0 —2,08
0 0 0 0 0 0 0 0 0

SO OO OCDOCOOO

—-5,00
2,50

(=Yool N

o

12,00
0

-2,5]
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Matriz B,

Substituindo os parametros:

(@)

12,50
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~

S oD OODODOOOO
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Matriz C,
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APENDICE B

Caodigo para obtencdo da MGR no estado estacionario.

oNOUVh WNER

A=[-0.05012.0 -12.0 0 0 0 0 0 0 0; -5.20833 -12.5 0000 00 0 0 0;
0 3.33333 -3.33333 000000 00; 0.54412 0 0 0 0 0 0 © -.54412 0 O;
0000 -.05012.0 -12.0 00 0; 0 0 0 0 -1.38889 -3.33333 0 0 0 0 O;
00000 2.0 -2.00000; 0000 .54412 0 0 @ -.54412 0 O;
0 006.00006.0-.05012.0;, 00000000 -2.08333 -5.0 0;
000000000 2.5-2.5];

B=[000; 12.500; 00 0; 00 0; 00 0; 0 3.33333 0;
©P00; 000, PO O; 005.0; 00 0];

.C=[10000000000;, 00010000000, 00001006000 0;
POPOODOOD1000;, 0000000010 0];

B

.D=[000; OO0 0; 000; 000; 00 9]
. sys = ss(A,B,C,D);

. % Funcao de transferéncia do sistema

. G = tf(sys);

. g = C*¥inv(A)*B;

. % MGR do sistema - Estado estacionario
. MGR = g.*pinv(g.")
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APENDICE C

Caodigo para obtencdo da MGR em w = 6 rad/s.

1. A=1[-0.050 12.0 -12.0 09 0 0 0 0 0; -5.20833 -12.500 0 0 0 0 0 0 0;
2. © 3.33333 -3.3333300000000; 0.54412 00 0 0 0 0 0 -.54412 0 0;
3. 9000 -.05012.0 -12.0000; 0000 -1.38889 -3.33333 00 0 0 0;
4. 00000 2.0-2.00000; 0000 .54412 0 0 0 -.54412 0 0;

5. P006.00006.0-.05012.0;, 00000000 -2.08333 -5.0 0;

6. 900000000 2.5 -2.5];

7.

8.

9. B=[000; 12.500; 00 0; 00 0; 00 0; 0 3.33333 0;

10. 000, 000, 0OO; 005.0; 00 0];

11.

12.C=[0.417001.00 000000, 00000.417 00 1.00 00, 0000000 -
1.0 0.417 0 0];

13.

14.

15.D = [0 0 0; ©00; 00 0];

16.

17. % MGR jw

18. GJ = pck(A,B,C,D);

19. gw=frsp(Gl,6);

20. RGAw = veval('.*',gw,vpinv(vtp(gw)));



