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ABSTRACT 

While mobile health (mHealth) applications provide a proper way to continuously assess data about the 
health conditions of their users, machine learning (ML) is the main technique used to process such data 
by means of inductive reasoning. However, ML algorithms do not usually give any explanation 
concerning the rationale of their produced outputs due to the black-box feature of such algorithms. This 

study analyzed 120 mHealth applications to create an integrated ontology that represents the health 

condition of mobile users and can be used as background knowledge to generate explanations for 
inductive reasoning. The integrated ontology involved several quality of life (QoL) dimensions (e.g., 
diet, physical activity, emotional, etc.), enabling the specification of a holistic process of reasoning that 
can improve the effectiveness of interventions. Therefore, the main contributions of this study are (1) 
the proposal of a strategy to create background knowledge for mHealth applications that support holistic 
reasoning and explanations regarding the results obtained by means of inductive reasoning, (2) 
evaluation of a description logics based approach to generate explanations using a simplified version of 
the ontology, and (3) discussions about important elements that can affect the readability and accuracy 
of explanations, such as the use of unnamed classes and configuration of the explanation algorithms.  

Keywords: Health care, Knowledge modeling, Mobile Applications 

 

  



ABSTRACT

Enquanto os aplicativos mobile de saúde (mHealth) fornecem uma maneira adequada de avaliar
continuamente os dados sobre as condições de saúde de seus usuários, o aprendizado de máquina
(ML) é a principal técnica usada para processar esses dados por meio do raciocínio indutivo. No
entanto, os algoritmos de ML geralmente não fornecem nenhuma explicação sobre a lógica das saídas
produzidas devido a tais algoritmos serem caixa preta. Este estudo analisou 120 aplicativos mHealth
para criar uma ontologia integrada que representa a condição de saúde dos usuários destas aplicações
e pode ser usada como conhecimento de fundo para gerar explicações para o raciocínio indutivo. A
ontologia integrada envolveu várias dimensões da qualidade de vida (QoL) (por exemplo, dieta,
atividade física, emocional, etc.), permitindo a especificação de um processo de raciocínio holístico
que pode melhorar a eficácia das intervenções. Portanto, as principais contribuições deste estudo são
(1) a proposta de uma estratégia para criar conhecimento para aplicativos mHealth que suportam
raciocínio holístico e explicações sobre os resultados obtidos por meio de raciocínio indutivo, (2)
avaliação de uma abordagem baseada em lógicas descritivas para gerar explicações usando uma
versão simplificada da ontologia e (3) discussões sobre elementos importantes que podem afetar a
legibilidade e precisão das explicações, como o uso de classes sem nome e configuração dos
algoritmos de explicação.

Keywords: Saúde, Modelagem, Aplicações Mobile
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1 INTRODUCTION  
The use of mobile health (mHealth) applications according to Sim (2019) has grown 

in the last decade and several studies are presenting proposals to use mobile devices to support 
real-time and continuous monitoring of their users. These proposals range, for example, from 
cardiac rehabilitation support programs as Rosario et al (2018) described, and some others have 
a real-time detection of cough events as demonstrated by Hoyos-Barceló and others (2018). 
Mobile technology is very useful for such a domain because it can generate proper just in time 
(right support at the right moment/context and in the right amount), and customized (based on 
an individual´s performance and goals) assessments and interventions. 

According to Istepanian and Al-Anzi (2018), over this process, the task of health 
assessment usually generates a significant amount of data so the studies in the health area 
typically rely on machine learning (ML) techniques to obtain insights into the underlying 
problems. However, the main ML techniques, such as neural networks and support vector 
machines (SVM), execute as black boxes in the sense they do not give any direct indication for 
why an output was generated by their internal models. Neural networks, for example, rely on 
the distributed nature of the information encoded in the set of the network weighted 
FRQQHFWLRQV��7KXV��WKH�UDWLRQDOH�FRQFHUQLQJ�WKH�PDSSLQJ�IURP�LQSXWV�WR�RXWSXWV�LV�QRW�³KXPDQ-
UHDGDEOH´��ZKLFK�LV�JHQHUDOO\�D�FRPSXOVRU\�UHTXLUHPHQW�IRU�VDIHW\-critical applications. In the 
medical domain, for example, it is important that the healthcare personnel comprehend and 
could explain how such algorithms arrived at their predictions. 

Considering such a limitation, studies are investigating how interpretable explanations 
can be automatically generated for black-box ML methods, claimed by Melis and Jaakkola 
(2018) . The study of Fong and Vedaldi (2017), for example, proposed a general framework for 
learning different kinds of explanations for any black-box algorithm. Their main idea is to 
provide interpretable rules that describe the input-output relationship captured by the learning 
functions. Similarly, other studies conducted by Lehmann, Bader and Hitzler (2010) are also 
based on rule extraction, which employs propositional sentences as target formalism for 
creating the explanations. As this logic family is limited in terms of expressiveness, the 
outcomes also remain restricted in terms of explanations that can be generated. 

A different approach to generate explanations is to use background knowledge, which 
describes concepts and their relations in the form of structured data. Ontologies are the main 
current approach to represent this knowledge. In order, they are commonly used in the health 
domain such as the studies shown by the authors Cornet and Keizer (2008) and Mastropietro 
and others (2018), due to their advantages as consistency, reuse, and easy extensibility. This 
dissertation considers this form of representation to create background knowledge based mainly 
on the information extracted from 120 Android and iPhone mHealth applications that are 
publicly available in app stores.  

1.1 MOTIVATIONAL SCENARIO 

Nowadays, mobile technologies are everywhere and, according to Pew Research 
Center (Pew Research Center, 2019), it is currently estimated that more than 5 billion people 
have mobile devices and over half of these connections are smartphones. Android and IOS, 
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from Google and Apple respectively, are the main operating systems for smartphones in this 
market. Both platforms together provide a total of 4.9 million apps, being 2.2 million apps from 
iOS and 2.7 million from Android (Pew Research Center, 2019). With this enormous variety of 
mobile applications, users can choose from thousands of apps of diverse categories, which 
range from games and office tools to health and wellbeing apps that provide tips for exercises, 
information about heart rate, rhythm, pace, travelled distance, nutrition tips, and others.  

In this scenario, the growth of mobile applications has led users to increasingly look for 
technological solutions to assist them to monitor and maintain their health conditions and, 
consequently, improve their Quality of Life (QoL). The World Health Organization (WHO)1 

GHILQHV�WKLV�LPSRUWDQW�FRQFHSW��4R/��DV�DQ�³individual's perception of their position in life in 
the context of the culture and value systems in which they live and in relation to their goals, 
expectations, standards and concerns´��7KLV definition involves several dimensions, such as 
physical health, psychological state, personal beliefs, social relationships, and relationship to 
salient features of the environment. As a strategy to assess the QoL of individuals, WHO has 
developed and evaluated a scale (WHOQOL) that presents a more granular set of QoL 
subdimensions (e.g., activities of daily living, sleep and rest, etc.) that can be measured. 
Therefore, the goal of the majority of the mHealth applications is exactly to assess data that is 
associated with these QoL dimensions. 

As smartphones are close to their users at least half of the time, they are likely the best 
tools to assist health improvement and QoL over everyday activities, as affirmed by Wac and 
others (2015). According to Wac (2018), it was estimated that 60% of the US population in 
2013 tracked some aspect of their life (e.g., weight, exercise, mood), 33% of adults tracked 
health indicators or symptoms (e.g., blood pressure, blood sugar, headaches, or sleep patterns), 
and 12% tracked a health indicator on behalf of someone they care for. It was also evidenced 
by Chiarini and others (2013) that mobile technology improved healthcare for the elderly and 
patients with chronic conditions by providing solutions in terms of self-healthcare, assisted 
healthcare, supervised healthcare, and continuous monitoring. 

Considering the emotional QoL dimension as an example, as stated by Ciman, Matteo, 
and Wac (2016), people are always in stressful situations, especially in the past few decades, 
and this situation negatively influences their lives in the long term. According to the author, 
research has shown how stress UHODWHV�WR�VHYHUDO�RWKHU�SHRSOH¶V�KHDOWK�SDUDPHWHUV��)RU�H[DPSOH��
VWUHVV� LV�FRUUHODWHG�ZLWK�KHDUW�� UHVSLUDWLRQ�UDWHV�DQG�VNLQ� UHVSRQVH�YDOXHV��0HDQZKLOH��ZH¶UH�
living in a time where it is possible to easily check our health with the use of wearable devices. 
By exploiting sensors in wearables and smartphones, apps are giving users new powerful 
mobile experiences that have the potential to change the way users live and interact with each 
other. Therefore, as the authors Lane and Georgiev (2015) evidenced, users can quantify their 
sleep and exercise patterns, monitor personal commute behaviors, and track their emotional 
state. According to Jiang, Wenchao and Zhaozheng (2015), some examples of wearable sensors 
are smartwatches and sport bracelets, which use embedded accelerometers, gyroscopes, 
PLFURSKRQHV�DQG�RWKHU�W\SHV�RI�VHQVRUV��³The use of sensors in wearables and smartphones, 
apps are giving users experiences that have the potential to change the way users live and 
interact with each other, offering interventions and plans of action to improve QoL´��/DQH�HW��
al, 2015).  

                                                 
1 https://www.who.int/healthinfo/survey/whoqol-qualityoflife/en 
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This mHealth scenario is an interesting case study for our dissertation since it involves 
the capture of several pieces of information, which can be used as input for inductive systems. 
These systems are powerful resources to generate conclusions and support the definition of 
health interventions. However, they should also generate explanations regarding their 
conclusions to better guide the definition of such interventions. 

1.2 PROBLEM 
There are many gadgets and apps focused on monitoring QoL dimensions, such as 

nutriWLRQ��SK\VLFDO�DFWLYLW\��VWUHVV��DQG�VR�RQ��EXW�WKH\¶UH�QRW�OLQNHG�RU�LQWHJUDWHG��&RQVLGHU��IRU�
example, an app for physical activity intervention that can indicate a QoL plan for losing 
weight. Studies [9,10] demonstrated that even when exercise energy expenditure is high, a 
healthy diet is still required for weight loss to be successful. Thus, the assessment of the 
physical activity and nutritional dimensions should be conducted together. Unfortunately, this 
may not still be enough because, even if individuals have good behavior in both dimensions, a 
stressful life associated with psychological conditions liberates an extra amount of cortisol that 
impacts the body's metabolism to store fat. 

As these applications are not integrated, then we also do not have a proper holistic 
representation of data that could be used as background knowledge for inductive systems. Then, 
our first problem is how to create this knowledge and, after that, evaluate the use of this 
knowledge so we can identify aspects that could improve the quality of the explanations. This 
contribution extends the state of the art in explanations because the literature does not present 
guidelines on how to create ontologies to better support the generation of explanations. 

1.3 OBJECTIVE 
The main objective of this study is to create a knowledge representation, in the form of 

an ontology, which integrates different QoL dimensions that can support the generation of 
explanations for inductive reasoning processes. So, the main contributions of this study are (1) 
the proposal of a strategy to create background knowledge for mHealth applications that 
support holistic reasoning and explanations regarding the results obtained by means of 
inductive reasoning, (2) evaluation of a description logics based approach to generate 
explanations using a simplified version of the ontology, and (3) discussions about important 
elements that can affect the readability and accuracy of explanations, such as the use of 
unnamed classes and configuration of the explanation algorithms.  

1.4 DISSERTATION STRUCTURE 
The remainder of this document is organized as follows: Chapter 2 discusses the 

theoretical fundamentals of QoL, mobile health, wearables, ontology and inductive learning. 
Chapter 3 presents the research method, detailing how the apps review related to the QoL 
dimensions was conducted, the strategy to compose the holistic ontology, the configuration of 
a neural network to act as an accuracy baseline, and the evaluation process used to compare 
ontological scenarios. Chapter 4 presents the results which are: apps review, the final version 
of the ontology, the case study involving the neural network, and the accuracy comparison 
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between neural network and DL-Learner experiments. Finally, Chapter 5 concludes this work 
with the main contributions, limitations and research directions. 
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2 THEORETICAL FOUNDATIONS 
This chapter presents the theoretical basis used to develop the research, which involve 

the concepts of quantified self, quality of life, mobile health, ontology and inductive methods 
(Supervised Learning and Neural Networks). 

2.1 QUANTIFIED SELF 
Mobile technologies are able to provide solutions to ultimately improve QoL 

dimensions, which are evaluated in terms of Quantified Self (QS). According to Wac (2018), 
this term is defined as a trend, where individuals focus on tracking their own state and 
behavioral patterns with the help of personalized devices (wearables and smartphones) for 
continuous, ideally unobtrusive tracking. Still according to Wac (2018), users expect that digital 
data from QS technologies, which embrace wearables, applications, and self-reports, enable 
them to track different aspects of their physical and psychological health, social interactions, 
and environmental conditions. These four aspects constitute the main domains of the Quality 
of Life (QoL) literature. 

2.2 QUALITY OF LIFE 
According to Wac (2018), Quality of Life (QoL) is defined by the World Health 

2UJDQL]DWLRQ��:+2��DV�WKH�³LQGLYLGXDOV¶�SHUFHSWLRQ�RI�WKHLU�SRVLWLRQ�LQ�OLIH�LQ�WKH�FRQWH[W�RI�
the culture and value systems in which they live and in relation to their goals, expectations, 
VWDQGDUGV�DQG�FRQFHUQV´��7KH�IRXU�4R/�GRPDLQV�DUH�LOOXVWUDWHG�LQ�)LJXUH��� 

Figure 1: QoL domains. 

 
Source: (Wac, 2018). 
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A new perspective on diseases can be obtained by focusing on the individuals' own 
YLHZV�RI�WKHLU�ZHOOEHLQJ��)RU�H[DPSOH��LW¶V�NQRZQ�WKDW�GLDEHWHV�LQYROYHV�SRRU�ERG\�UHJXODWLRQ�
of blood glucose, but the effect of the illness on the perception that individuals have of their 
social relationships, working capacity, and financial status has received little systematic 
attention. QoL instruments developed by WHO2 (WHOQOL-100 and WHOQOL-BREF) are 
tools that enable this type of research to be carried out. These tools also inquire how satisfied 
the patients are with their functioning and with the effects of treatment (WHOQOL: Measuring 
Quality of Life, 2020). As stated by Sungmee and Jayaraman (2003), technology is the key to 
enhancing the quality of life for everyone, from newborns to senior citizens. Moreover, they 
affirm that technology is indeed the catalyst that can rapidly transform healthcare, and by doing 
so, minimize the loss of human life and enhance the QoL. 

2.3 MOBILE HEALTH 
³0RELOH� KHDOWK� WHFKQRORJLHV� �mHealth) are playing an instrumental role in serving 

SDWLHQWV�E\�PDNLQJ�KHDOWKFDUH�PRUH�DIIRUGDEOH��DFFHVVLEOH�DQG�DYDLODEOH´��&KLDULQL�HW��DO���������
The study from Peart and others (2017) reviews several mHealth apps that collect physiological 
and anatomical measurements such as heart rate, range of motion and physical performance 
measurements such as vertical jump height, barbell velocity and contact times. Examples of 
such apps are: RRate, HRV4Training, Instant Heart Rate, PostureScreen, PowerLift, My Jump 
and others.  

Mobile apps also enable higher self-monitoring for individuals with chronic diseases 
such as obesity, cardiovascular disease, and type-2 diabetes. These apps contribute, for 
example, to nutrition care, such as the study from Fallaize and others (2019) that evaluates the 
extent to which popular nutrition-related apps measure the energy, macronutrient, and 
micronutrient consumed. Examples of apps assessed by them are MyFitnessPal, Samsung 
Health, FatSecret and others. 

Some activities, however, are not fully measured only with the use of mobile apps and 
smartphone embedded sensors. According to Fallaize and others (2019), even though 
VPDUWSKRQHV� LQFOXGH� DFFHOHURPHWHUV� DQG� LW¶V� SRVVLEOH� WR� FRXQW� WKH� VWHSV�ZLWKRXW� WKH� XVH� RI�
external devices, a study has shown that these apps lack accuracy in comparison with a 
professional pedometer, probably due to the low quality of the accelerometers included in 
smartphones. The usability of wearable sensors is intended, for example, for human activity 
recognition (HAR), which according to Jiang, Wenchao and Zhaozheng (2015) is the 
recognition of body states such as standing, walking, running and falling. Such recognition can 
be applied to many application fields just as human-computer interaction and surveillance. The 
application of wearable sensors is broad, but their traditional use is mostly focused on 
healthcare, personal training, military, diet management, and security. 

In order, as stated by Chen, Yuqing and Yang (2015), due to significant improvements 
made in sensor and processor technologies over the past decades, it is possible to achieve more 
accurate sensors in a smaller size and faster processors with lower power consumption. 
According to Lane and others (2015), this is essential to the development of resources that can 
use sensors to assess and process  data associated with the user behavior and ambient context . 

                                                 
2 https://www.who.int/tools/whoqol 
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Moreover, still according to Lane and others (2015), there is currently an increasing market for 
applying mHealth methods in our daily lives than years ago. Considering the growth of mobile 
technologies, especially smartphones that come with several built-in types of sensors, it is 
possible to supply this market with applications that do not require extra hardware apart from 
the one already embedded in the smartphones. 

2.4 ONTOLOGY 
As mentioned before, the QoL research often involves knowledge representation in the 

form of ontology. As described by Snae, Chakkrit, and Brüeckner (2007), the term ontology 
has been widely used in the field of Artificial Intelligence, computer and information science, 
especially in domains such as cooperative information systems, intelligent information 
integration, information retrieval and extraction, knowledge representation, and database 
management systems. According to Gruber (1993), ontology is an explicit formal specification 
of the terms in a domain and relationships among them. The authors Noy and McGuinness 
(2001) of a guide to create ontology models, using Protegé-20003 editing environment, that is 
a feature rich ontology editing with an user interface, with full support for the OWL Web 
Ontology Language, and direct in memory connections to description logic reasoners and 
tracking down inconsistencies. On the the authors provided the following reasons to develop 
ontologies: 

Ɣ� 7R� VKDUH� FRPPRQ� XQGHUVWDQGLQJ� RI� WKH� LQIRUPDWLRQ� VWUXFWXUH� DPRQJ� SHRSOH� RU�
software agents; 

Ɣ�7R�HQDEOH�WKH�UHXVH�RI�GRPDLQ�NQRZOHGJH� 
Ɣ�7R�PDNH�GRPDLQ�DVVXPSWLRQV�H[SOLFLW� 
Ɣ�7R�VHSDUDWH�GRPDLQ�NQRZOHGJH�IURP�WKH�RSHUDWLRQDO�NQRZOHGJH� 
Ɣ To analyze domain knowledge. 
Moreover, the guide defines ontology as a formal explicit description of concepts in a 

domain (classes, sometimes called concepts), properties of each concept describing various 
features and attributes of the concept (called roles or properties), and restrictions on slots 
(facets, also called role restrictions). 

An ontology together with a set of individual instances of classes constitutes a 
knowledge base. Still according to the guide authors Noy and McGuinness (2001), the 
development of an ontology involves: 

Ɣ Defining classes in the ontology; 
Ɣ Arranging the classes in a taxonomic (subclass±superclass) hierarchy; 
Ɣ Defining properties and describing allowed values for these properties; 
Ɣ Filling in the values for properties with instances. 

Figure 2 illustrates a very simple example of ontology, designed for Car domains. Apart 
from the class Thing, which is the most general concept of an ontology, the example describes 

                                                 
3 https://protege.stanford.edu 
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the class Vehicle as the top-level concept, while its subclasses MotorCycle, MotorizedBicycle, 
Car and BusOrCoach are general middle level concepts. The other subclasses of Car - 
PickupTruck, PassangareCar, SportUtilityVehicle and CommercialVehicle are the bottom level 
concepts. 

Figure 2: Representation of a Car ontology, with classes and subclasses. 

 
Source: (Automotive Ontology Community Group Wiki, 2016). 

In this example, the arrows represent the hierarchy between classes and subclasses 
(from top-down), which are also called concepts. These concepts can have slots (data 
properties) as presented in Automotive Ontology Community Group Wiki (2016). For example, 
the concept Vehicle could have the slots speed, torque, weightTotal and accelerationTime��³$�
slot should be attached at the most general class that can have that prRSHUW\´� �1R\� DQG�
0F*XLQQHVV���������7KXV��WKH�FKRLFH�WR�DGG�WKHVH�SURSHUWLHV�PHDQV�WKDW�WKH\¶UH�FRPPRQ�WR�DOO�
instances of Vehicle��7KH�RQWRORJ\�DERYH�VKRZV�DQ�³is a´�UHODWLRQVKLS�EHWZHHQ�FRQFHSWV��IURP�
subclasses to classes, such as: PickupTruck is a Car, which is a Vehicle, and so on.  

About knowledge-HQJLQHHULQJ�PHWKRGRORJ\�� WKH� JXLGH� TXRWHV� WKDW� ³WKHUH� LV� QR� RQH�
FRUUHFW�ZD\�RU�PHWKRGRORJ\� IRU�GHYHORSLQJ�RQWRORJLHV´� �1R\�DQG�0F*XLQQHVV���������7KH�
modeling decisions that describe an iterative approach to ontology development can follow a 
few steps below (that revise and refine the evolving ontology and fill in the details). Therefore, 
deciding for what purpose the ontology will be used, how detailed or general the ontology is 
going to be, and many other questions, can follow some guide, helping matching decisions 
among several viable alternatives, as described next: 

Step 1. Determine the domain and scope of the ontology; 
Step 2. Consider reusing existing ontologies; 
Step 3. Enumerate important terms in the ontology; 
Step 4. Define the classes and the class hierarchy; 
Step 5. Define the properties of classes-slots; 
Step 6. Define the facets of the slots; 
Step 7. Create instances. 
Moreover, as stated by Maxat et al (2020)., ontologies have long been employed in the 

life sciences to formally represent and reason over their domain knowledge. According to such 
a study, ontologies have also the potential to provide constraints that improve machine learning 
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models and, thus, be an important symbolic resource to generate explanations for inductive 
methods, as detailed in the following section. 

2.5 INDUCTIVE METHODS  
According to Michalski (1983), the ability that people have to make accurate 

generalizations from a few scattered facts or to discover patterns in seemingly chaotic 
collections of observations holds the key to improving methods used by computers to obtain 
knowledge. This ability is achieved by a process called inductive learning, which is an inductive 
inference from facWV�SURYLGHG�E\�³LQVWUXFWRUV´�RU�HQYLURQPHQWV��6WLOO�DFFRUGLQJ�WR�0LFKDOVNL�
(1983), this form of learning is one of the central topics of machine learning. The author 
Nicoletti (1994) describes inductive learning as the acquisition of concepts through a set of 
examples (training set) and the concept of induction corresponds to a search in a space of 
hypotheses in order to find those that best classify the examples, in terms of precision and 
understandability.  

To represent the training set, inductive learning systems apply an attribute-based 
language. An attribute is a possible feature relevant to the concept being learned. Training 
examples are described as the attribute-value of a class, and the attribute set to describe the 
examples is fixed, with each example belonging to a single class. As mentioned by Nicoletti 
(1994), the purpose of such inductive systems is to find the rule that predicts the class based on 
attributes and values, in relation to what the system has learned with the training sets.  

The author Montavon (2017) states that, although highly successful in terms of 
performance, inductive learning systems have a drawback of acting like a black box in the sense 
that it is not clear how and why they arrive at a particular decision. 

As stated by Mantaras and Armengol (1998), inductive learning methods can be 
classified according to the following perspectives: Supervised/Unsupervised learning, 
Single/Multiple concept learning, and Propositional/ Relational learners. From these methods, 
our approach focuses on supervised learning for classification, which is explored in the next 
subtopic.  

2.5.1 SUPERVISED LEARNING - CLASSIFICATION 
As stated by Sathya and Abraham (2013) classification is one of the most frequently 

encountered decision-making tasks of human activity and problems occur when an object needs 
to be assigned into a predefined group or class based on a number of observed attributes related 
to that object. Still according to them, there are many industrial problems identified as 
classification problems, such as: Stock market prediction, Weather forecasting, Bankruptcy 
prediction, medical diagnosis, Speech recognition, Character recognition and much more.  

According to Bhavsar and Ganatra (2012), classification is a supervised learning 
method, since the instances are given with known labels, in contrast to unsupervised learning 
in which labels are not known. In other words, supervised learning is based on training a data 
sample from a data source with correct classification already assigned, Sathya and Abraham 
(2013). Some examples of machine learning classification algorithms were described by 
Mohammad and others (2006) such as Support Vector Machine (SVM), Decision Tree, 
Multilayer Perceptron (Neural Networks), K-Nearest Neighbors, Naive Bayes and Radial Basis 
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Function (RBF) Network. As previously mentioned, we use a neural network to generate an 
accuracy baseline for comparisons with the accuracy of explanation algorithms.  

2.5.2 NEURAL NETWORKS  
Also according to Bhavsar and Ganatra (2012), an Artificial Neural Network (ANN) is 

a set of connected input/output units in which each connection has a weight associated with it, 
during the learning phase, to predict the class label of the input sample, the network learns by 
adjusting its weights. The supervised learning paradigm of an ANN following Kulkarni and 
Joshi (2015) is efficient and finds solutions to several linear and non-linear problems such as 
classification, plant control, forecasting, prediction, robotics and others.  

Based on the human central nervous system, Neural Networks are networks with points 
that connect, as a small abstraction of how the brain works. According to [35], ANN consists 
of an input layer of neurons (or nodes, units), one or more hidden layers of neurons, and a final 
layer of output neurons. Figure 3 shows a typical ANN architecture, with lines representing the 
connection between neurons.  

Figure 3: Architecture of a Neural Network. 

 
Source: [37].  

Each connection is associated with a weight. The output hi of a neuron i in the hidden 
layer is calculated with the formula:  

 
where there is an activation (or transfer) function ı, being N the number of input 

neurons, V the weights, x inputs from the input neurons, and T the threshold terms of the hidden 
neurons [35].  

Based on the biological fundamentals of how the brain works in information processing, 
the neuron fires if the input is greater than a defined number (then the neuron can be activated 
or not). Then, in brief, an input value is provided, the network processes, and returns a response 
based on the data that was inputted before. This process is summarized in Figure 4: 

Figure 4: Information processing of a Neural Network. 
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For a Neural Network to find the best weights for the attributes, its error margin must 

be small. To achieve that, the weights are updated until the error margin decreases, by 
UHFDOFXODWLQJ�DOO�QRGHV�ZLWK�WKHLU�LQSXW�YDOXHV�DW�HYHU\�QHZ�ZHLJKW�XSGDWH��DV�LW¶s illustrated in 
Figure 5.  

Figure 5: Neural Network Algorithm. 

 
The simplest algorithm to calculate the error is described below:  

Error = Correct response - Calculated response  
Moreover, to calculate the adjusting weight to decrease the error rate, the following 

calculation is used:  
Weight(n+1) = Weight(n) + (Learning rate * Input value * Calculated error value) 

The calculations presented above can also be used for multilayer networks. A summary 
of what happens in the algorithm used in Neural Networks is:  

Ɣ Initialize the weights with random values; 
Ɣ Based on the data, perform the calculations with the weights and calculate the 

error; 
Ɣ Calculates changes in weights and updates them (following the backpropagation 

methodology); 
Ɣ The algorithm ends when the margin of error is inside of an acceptable margin, 

otherwise the calculations are remade using new weights.  
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This is a simplification of the ANN processing and several other possibilities could be 
used to calculate the intermediate parameter values over the training stage. The discussion of 
this process is important to stress that this and other inductive methods execute as black boxes, 
in the sense that they do not give any direct indication for why an output was generated by their 
internal models. Neural networks, in particular, rely on the distributed nature of the information 
encoded in the set of the network weighted connections. Thus, the rationale concerning the 
mapping from inpuWV� WR� RXWSXWV� LV� QRW� ³KXPDQ-readable", which is generally a compulsory 
requirement for safety-critical applications. In the medical domain, for example, it is important 
that the healthcare personnel comprehend and could explain how such algorithms arrived at 
their predictions. 
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3 RESEARCH METHOD  
The research method of this study was divided into 4 phases (Figure 6). First, we 

conducted a review and categorization of 120 applications found in the app stores of mobile 
operating systems (iOS and Android), with further refinement and analysis on the input and 
output data required by these applications. After this categorization, we adopted an exclusion 
criterion to define which scope (categories) should be adopted to create the ontology. 

Phase 2 accounted for the ontology design using Protegé-2000, a tool with a graphic 
user interface used to model ontologies, following the steps presented in Section 2.4. This 
design was important to better understand the connections between the areas and their mutual 
influences. Thus, we could also adjust the ontology using other resources of the academic 
literature [20,50]. Then, we conducted an interview with 20 apps users to create a dataset for 
tests, considering the concepts and properties of a subpart of the ontology. This dataset was 
further used to validate our proposals. 

Phase 3 involves the execution of two experiments. The first one using Neural Networks 
through Weka4, (tool with graphic user interface, data analysis and predictive modeling) and 
the second one using DL-Learner5 (a tool for learning concepts in Description Logics (DLs) 
from user-provided examples), refining the ontology further. 

Finally, in Phase 4, we conducted experiments again using DL-Learner with the new 
refined ontology. In that phase, the purpose was the generation of explanations, represented as 
a logical formula close to natural language. All experiments were evaluated in terms of 
qualitative readability of explanations and quantitative accuracy metrics. 

Figure 6: Research methodology in phases. 

 
We discuss each phase in detail in the following subsections: 3.1 mHealth Apps 

Review, 3.2 Research Questions, 3.3 ontology Design, 3.4 User Interview for Training Data 

                                                 
4 https://www.cs.waikato.ac.nz/ml/weka 
5 https://dl-learner.org 
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Sets, 3.5 Neural Networks experiment with ontology Data, 3.6 Generating explanations with 
ontology Data and 3.7 Evaluation Process.  

3.1 mHEALTH APPS REVIEW  
We conducted a review on current mobile applications that could improve the quality 

of life of their users, considering the properties and definitions of QoL and its state of the art. 
To this initial stage, 5 research questions were raised about the applications, bringing relevant 
aspects such as advantages and strengths of using this type of application, disadvantages and 
difficulties, among other information that may be relevant to identify the real impact and effect 
of using mobile applications for this purpose.  

The first part of this review was focused on the better understanding of the QoL 
concepts and its properties. Therefore, the research involved studies retrieved from popular 
digital libraries (e.g., Google Scholar6 and ACM Digital Library7) with the generic search string 
³4XDOLW\�RI�/LIH�RU�4R/´��:LWK�WKH�PDLQ�4R/�FRQFHSWV�LQ�PLQG��ZH�VHOHFWHd 120 applications 
for Android and iOS platform in mid-December of 2019. They were divided into 12 theme 
groups, such as Physical Health, Health care, Emotional and Social, among others, as described 
in Table 1. The selection of applications by group was made according to the main function of 
the application. For example, if the application was more focused on diet, then it was included 
into the group related to diet; if it was aimed at relieving the emotional impacts of stress and 
anxiety, it was added to the emotional group. For each group, 10 applications were selected (5 
for each operating system - Android and iOS). All classified groups are detailed in Appendix I. 

Table 1: Application groups (* groups not considered). 

Diet  Educational  Spiritual 

Physical Health  Emotional  Recreation* 

Health Care  Business*  Social 

Entertainment  Productivity*  Tools* 

Initially, a general overview of groups and types of applications was conducted. Then, 
according to the research progress, it was necessary to refine and decide which groups of 
applications were essential to remain. Some groups were removed because they only have 
indirect connections with the main focus of this study (quality of life). For example, the 
Productivity group that contains applications like Trello (shares and monitors the execution of 
activities). Other groups removed were Business, Tools and Recreation. Business brought 
applications directly linked to the business world, such as the Whatsapp Business and Google 
My Business. The Tools group brought applications to support people's daily lives like Color 
Note for notes or Dropbox for file storage. Finally, Recreation reflects applications that could 
assist people's leisure like Airbnb and Booking. These groups were removed over the 
refinement, but they are still present in the Appendix I for possible future references. 

                                                 
6 https://scholar.google.com 

7 https://dl.acm.org 
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Tables 2, 3 and 4 present examples of dimension groups and their corresponding apps. 
The apps are followed by the star rating at the time of this survey.  

 
Table 2: Physical Health application group. 

IOS  Android 

Nike Training Club - 5 starts  Stronglifts 5x5 - Weight Lifting & Gym 
Workout Log - 4.9 stars 

8fit Workouts & Meal Planner - 4.7 stars  Step Counter - 4.7 stars 

Seven, 7 Minute Workout - 4.8 stars  Legs & Butt Workout - 4.6 stars 

Freeletics - Workout & Fitness - 4.6 stars  30 Day Fitness Challenge - 4.8 stars 

Sworkit Fitness & Workout - 4.7 stars  Daily Workouts - 4.7 stars 

Table 3: Health care application group. 

IOS  Android 

Sleepzy - 4.5 stars  Blood Pressure - 4.2 stars 

Kardia - 4.9 stars  PsicoTests - 4.6 stars 

Dental Drugs - 4.8 stars  Headache Log - 4.6 stars 

Pregnancy + - 4.8 stars  Period Tracker - 4.9 stars 

BabySparks - 4.7 stars  My Pregnancy - 4.4 stars 

Table 4: Spiritual application group. 

IOS  Android 

Zen - 4.9 stars  Headspace: Meditation & Sleep - 4.3 stars 

Calm - 4.7 stars  Law of Attraction Space - 4.7 stars 

Colorfy - 4.6 stars  �¶�0LQXWHV��,�PHGLWDWH�- 4.4 stars 

Daily Spiritual Quotes - 5 stars  Spiritual Me: Masters Edition - 4.6 stars 

Headspace: Meditation & Sleep - 4.9 stars  Spiritual Transformation Daily - 4.5 stars 
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Some criteria were considered when selecting apps. First, they should have between 4.0 
and 5.0 classification stars on the App Store8 (iOS platform) and Google Play9 (Android 
platform). At first, it was defined that only applications with rates higher than 4.5 stars would 
be selected but, for some groups, finding such top-rated applications proved to be difficult. 
Thus, the rating expectation was reduced to 4.0 stars. Open-source applications would also have 
priority, but since they represented small quantities, at the end this requirement was not 
considered as a priority. Other criteria adopted was that 5 IOS platform apps were ranked first 
(for all groups), and then the other 5 applications from Android platform. This strategy avoids 
choosing repeated applications for Android and IOS groups. There was also no ranking and 
priority about the language. Due to the difficulty to analyze subscription-based features, only 
free apps were selected, which can limit the view about the type of information that can be 
obtained by means of this technology.  

After the selection of these apps, they have been analyzed in terms of data input required 
from users, such as age, current weight, frequency of exercises, and others. This analysis 
assisted in determining the relationship between domain areas, which is similar to the 
information requested as data entry in the selected mobile applications.  

3.2 RESEARCH QUESTIONS  
The next research questions were elaborated as a strategy to organize the information 

about the mHealth applications and stress the assessments that are in fact important to their 
users. The main objective of doing this review was to identify the classes and relationships that 
FRXOG�EH�SDUW�RI�WKH�RQWRORJ\¶V�FUHDWLRQ��DQG�WR�KLghlight what kind of information collaborates 
with what is requested by applications as inputs. These questions are: 

A. What are the advantages and disadvantages of applications that aid a user's life, 
according to user ratings and related studies? 

B. Is there any application that connects more than one QoL dimension? 
C. What are the attributes most used by applications that link more than one dimension? 

Which inputs were most important to (example: heartbeat)? 
D. Is there any real impact reported by the use of these applications in daily life? 
These questions were also important to highlight that these applications lack in 

providing more information to their users regarding the rationale of the interventions generated. 
This means that they do not justify the reasons for users to follow their directives (e.g., why are 
applications telling their users to take certain action or deliver such information?). The results 
and discussions for this stage of the research are explored in Section 4.  

3.3 ONTOLOGY DESIGN  
The background knowledge was developed as an ontology that integrates the 

information about diverse health dimensions and enables the specification of a holistic process 

                                                 
8 https://www.apple.com/ios/app-store 

9 https://play.google.com/store?hl=en 
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of reasoning that can improve the accuracy and reliability of health interventions. One of the 
limitations of the current approaches, regarding their knowledge representations and reasoning 
strategies, is the lack of integration among the different health dimensions as Sivilai and others 
(2012) explained. The design of this study was constructed based on the guide from Noy and 
McGuinness (2001) and the tool that helped us to build the ontology was the Protegé-2000 
editing environment. 

To design the ontology model, we analyzed the user input requested by the 40 
applications, 10 per area (Diet, Physical Health, Health care and Emotional). The class and 
subclass names of the modeled domain areas are similar to the information requested as data 
input from the selected mobile applications. For example, some of the classes and subclasses 
of the ontology are (class - subclass, respectively): Body - InitialStateOfPhysicalConditioning 
and PhysicalExercise - BasicExerciseDefinition.  

The names followed this nomenclature to remain similar to how the apps inquire this 
information. Regarding the data related to user profile, the following variables were defined for 
the Person FODVV�� DJH�� JHQGHU�� ZHLJKW� DQG� KHLJKW�� ,W¶V� LPSRUWDQW� WR� REVHUYH� WKDW� ZKHQ� WKH�
ontology model was designed, the most popular names for variables and classes with the 
semantics were considered. Thus, some of the names presented in the figures described in this 
section may not be in the ontology explicitly. For example, Figure 7 presents 2 screenshots 
IURP�WKH�³)UHHOHWLFV´�DQG�³���'D\�)LWQHVV�&KDOOHQJH´�DSSV��ZKLFK�LQGLFDWH�WKH�VDme body parts, 
but using different terms to work on (e.g., full body and all body). 
)LJXUH����$�VFUHHQVKRW�IURP�WKH�DSS�³)UHHOHWLFV��OHIW���DQG�D�VFUHHQVKRW�IRU�WKH�DSS�³���'D\�)LWQHVV�

&KDOOHQJH´��ULJKW�� 

 
6RXUFH��2Q�WKH�OHIW��³)UHHOHWLFV´10 adapted to EnJOLVK��2Q�WKH�ULJKW��³���'D\�)LWQHVV�&KDOOHQJH´11.  

                                                 
10 https://play.google.com/store/apps/details?id=com.freeletics.nutrition&hl=en 

11 https://play.google.com/store/apps/details?id=com.popularapp.thirtydayfitnesschallenge&hl=en 



 

 18 

As the focus of this present study is on mHealth applications, the strategy proposed was 
analyzing 120 health-UHODWHG�DSSV�WKDW�DUH�DYDLODEOH�LQ�WKH�DSS¶V�VWRUHV��7KHVH�DSSOLFDWLRQV�FRXOG�
be divided into 12 dimensions, and we initially decided to embrace 3 of these dimensions (as 
explained in Section 3.1). Then, for each of these groups, we selected 10 apps with the best 
evaluations so all the data assessed with these apps could be represented as elements of the 
ontology. As an example of the knowledge specification, consider the ontology fragment 
related to a person (Person class), where apps requested personal information related to their 
DietObjective, Body and ExerciseFrequency. 

Figure 8 illustrates an overview of the general model, with classes and subclasses that 
were created based on the app analysis. Academic studies were also used to adjust some 
concepts and properties of the ontology, such as the NESTORE models used by Mastropietro 
and others (2018) and the e-NUTRI project used by Fallaize and others (2019). Another 
important point of this work is how the dimensions are linked. The complete ontology model 
will be introduced and reviewed in Section 4.2. 

Figure 8: Ontology model overview. 

 
 
Figure 9 demonstrates some of the properties and classes used in our model. On the left, 

D�VFUHHQVKRW�IURP�WKH�DSS�³'DLO\�:RUNRXWV´��ZLWK�WKH�SURSHUWLHV�GHILQHG�LQ�WKH�FODVV�Body. On 
WKH�ULJKW��D�VFUHHQVKRW�IURP�WKH�DSS�³6WURQJOLIWV��[�´��ZLWK�FRPPRQ�SURSHrties asked for the 
user profile, defining the Person class (like age, gender, height and weight), which was the 
most common request for almost all applications. 
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)LJXUH����2Q�WKH�OHIW��D�VFUHHQVKRW�IURP�WKH�DSS�³'DLO\�:RUNRXWV´��2Q�WKH�ULJKW��D�VFUHHQVKRW from 
WKH�DSS�³6WURQJOLIWV��[�´� 

 
6RXUFH��³'DLO\�:RUNRXWV´12 DSS�RQ�WKH�OHIW��³6WURQJOLIWV��[�´13 on the right. 

 

$QRWKHU�H[DPSOH�LQ�)LJXUH����VKRZV�WZR�VFUHHQVKRWV�IURP�WKH�DSS�³���'D\�)LWQHVV�
&KDOOHQJH´�� 2Q� WKH� OHIW�� WKHUH� DUH� VRPH� RI� WKH� SURSHUWLHV� GHILQed in the class 
DietObjectiveChosen (e.g., loseWeight and buildMuscleMass). On the right, there are some 
properties used to inspire the definitions of the class ExerciseFrequency (e.g., 
occasionallyExercise, oftenExercise and ratherExercise), related to which frequency users 
practice any type of physical exercise.  

                                                 
12 https://play.google.com/store/apps/details?id=com.tinymission.dailyworkoutsfree&hl=en 
13 https://play.google.com/store/apps/details?id=com.stronglifts.app&hl=en 
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)LJXUH�����7ZR�VFUHHQVKRWV�IURP�WKH�DSS�³���'D\�)LWQHVV�FKDOOHQJH´� 

 
6RXUFH��³���'D\�&KDOOHQJH´14 app.  

The multidimensional feature is a key aspect of health research, and the health 
dimensions usually have a high mutual impact and cannot be analyzed in isolation. For 
example, an app for physical activity intervention (apps that inspired the class 
PhysicalExercise) can indicate a health program for losing weight, usually associated with a 
diet objective (DietObjectiveChosen class), which could also be to maintain or increase weight. 
This objective helps to define the type of exercise (ExerciseType) that could be performed in 
RUGHU�WR�KHOS�XVHUV�WR�DFKLHYH�D�GLHW�REMHFWLYH��0RUHRYHU��D�SHUVRQ¶V�PRWLYDWLRQ�ZLOO�KDYH�DQ�
impact in controlling the diet (Diet���DIIHFWLQJ�WKH�ODWWHU¶V�LQLWLDO�VWDWH��LQ�DOLJQPHQW�ZLWK�WKH�GLHW�
goal (DietObjective) and affecting the exercise frequency (ExerciseFrequency). 

Figure 11 exemplifies types of exercise, which include strength, cardio, yoga, stretching 
and others.  

                                                 
14 https://play.google.com/store/apps/details?id=com.popularapp.thirtydayfitnesschallenge&hl=en 
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)LJXUH�����2Q�WKH�OHIW��D�VFUHHQVKRW�IURP�WKH�DSS�³6ZRUNLW´��2Q�WKH�ULJKW��D�VFUHHQVKRW�IURP�WKH�DSS�
³���'D\�)LWQHVV�&KDOOHQJH´� 

 
6RXUFH��2Q�WKH�OHIW��DGDSWHG�IURP�WKH�,26�DSS�³6ZRUNLW´15��2Q�WKH�ULJKW��WKH�DSS�³���'D\�)LWQHVV�&KDOOHQJH´� 

Regarding diet, another class that was analyzed within workout apps is Meal, which 
includes the type of meal, food group and nutrients. It serves to prepare a diet plan to help 
achieve body goals, as in Figure 12. The presence of nutrition concerns within workout apps 
shows how these two areas are intertwined. Thus, it makes sense to consider this part of the 
XVHU¶V� OLIH�DV�SUHYiously discussed, since Miller and others (1997) and Caudwell and others 
(2009) demonstrated that even when exercise energy expenditure is high, a healthy diet is still 
required for weight loss to occur in many people. Figure 12 also shows other dietary concerns 
within the workout app. 

,Q�)LJXUH�����RQ�WKH�OHIW��LW¶V�SRVVLEOH�WR�VHH�VRPH�RI�WKH�SURSHUWLHV�GHILQHG�WR�WKH�FODVV�
Meal��7KH�VDPH�ILJXUH�RQ�WKH�ULJKW�SUHVHQWV�D�VFUHHQVKRW�IURP�WKH�DSS�³�ILW�:RUNRXWV�	�0HDO�
3ODQQHU´��ZKLFK�LQFOXGHV�D�PHDO�SODQQLQJ�EDVHG�RQ�WKH�W\SH�RI�GLHW��FODVV�DietType) that the 
user follows; and how physical exercises can be correctly balanced with right portions of meals 
WKURXJKRXW�WKH�GD\��7KH�DSS�³�ILW�:RUNRXWV�	�0HDO�3ODQQHU´�UHDOO\�IRFXVHV�RQ�WKH�LPSRUWDQFH�
of the nutritional part in training, offering a good number of options to users, such as number 
of meals per day, types of recipes preferred, and types of foods that should be avoided. Figure 
13 illustrates part of this application, particularly related to the nutrition habits. 

As previously discussed, motivation also affects the diet and exercise behaviors, 
because the more motivated a person is to follow the plan offered by the app or by a 

                                                 
15 https://apps.apple.com/us/app/sworkit-fitness-workout-app/id527219710 
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professional, the better this person will perform and increase the ExerciseFrequency. Figure 14 
portraits such motivational traits to keep the user as engaged as possible. 

Figure 12: On the left, a screenshot IURP�WKH�DSS�³���'D\�)LWQHVV�&KDOOHQJH´��2Q�WKH�ULJKW��D�
VFUHHQVKRW�IURP�WKH�DSS�³�ILW�:RUNRXWV�	�0HDO�3ODQQHU´� 

 
6RXUFH��2Q�WKH�OHIW��WKH�DSS�³���'D\�)LWQHVV�&KDOOHQJH´��2Q�WKH�ULJKW��DGDSWHG�WR�(QJOLVK�WKH�DSS�³�ILW�:RUNRXWV�

	�0HDO�3ODQQHU´16.  

                                                 
16 https://apps.apple.com/us/app/8fit-workouts-meal-planner/id866617777 
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Figure 1���3UHIHUUHG�GLHW�RSWLRQV�RIIHUHG�E\�WKH�DSS�³�ILW�:RUNRXWV�	�0HDO�3ODQQHU´��DV�D�
complement to workout definition. 

 
6RXUFH��%RWK�VFUHHQVKRWV�DGDSWHG�WR�(QJOLVK�IURP�WKH�DSS�³�ILW�:RUNRXWV�	�0HDO�3ODQQHU´�� 

The motivational features shown in Figure 14 use game components (achievements 
with badges, for instance) that characterize the concept of Gamification, that according to 
Barreto and others (2016) means the addition of game elements in non-game contexts such as 
productivity, finances, health care, education, sustainability and others, to improve user 
experience and engagement. Another aspect is how emotional-related areas, for example, can 
affect the diet or how a person faces an exercise routine. Factors such as stress and anxiety can 
lead the user to eat in an uncontrolled way or even impact the quality of sleep, a factor that is 
also related to PhysicalHealth. The latter contains applications that seek for measuring and 
helping with blood pressure, heartbeat, sleep quality, breathing, pregnancy, among others (see 
Table 7 in Appendix). Figure 15 and 16 illustrates other PhysicalHealth QoL related apps.  
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)LJXUH�����6FUHHQVKRW�IURP�WKH�DSS�³1LNH�7UDLQLQJ�&OXE´��VKRZLQJ�IHDWXUHV� 

 
6RXUFH��6FUHHQVKRW�IURP�WKH�DSS�³1LNH�7UDLQLQJ�&OXE´17.  

 

 

 

                                                 
17 https://apps.apple.com/us/app/nike-training-club/id301521403 
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Figure 15: On WKH�OHIW��D�VFUHHQVKRW�IURP�WKH�DSS�³6OHHS]\´��2Q�WKH�ULJKW��D�VFUHHQVKRW�IURP�WKH�DSS�
³%DE\6SDUNV´� 

 
6RXUFH��2Q�WKH�OHIW��D�VFUHHQVKRW�IURP�WKH�DSS�³6OHHS]\´18 adapted to English. On the right, a screenshot from 

WKH�DSS�³%DE\6SDUNV´19.   
Figure 16: On the OHIW��D�VFUHHQVKRW�IURP�WKH�DSS�³%ORRG�3UHVVXUH´��2Q�WKH�ULJKW��D�VFUHHQVKRW�IURP�

WKH�DSS�³%DE\6SDUNV´� 

 
                                                 

18 https://apps.apple.com/us/app/sleepzy-sleep-cycle-tracker/id1064910141 
19 https://apps.apple.com/us/app/babysparks-development-app/id794574199 
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6RXUFH��2Q�WKH�OHIW��D�VFUHHQVKRW�IURP�WKH�DSS�³%ORRG�3UHVVXUH´20. On the right, a screenshot from the app 
³+HDGDFKH�/RJ´21.  

The discussion of this section demonstrates some association of QoL dimensions, and 
the importance to understand QoL aspects as a whole, also representing the context in which 
people are inserted when they search for a healthier life. Our goal was to exemplify the ideas 
that the ontology should present, the thinking behind the existence of some connections, and 
what inspired the names of classes, subclasses, properties and connections. 

3.4 USER INTERVIEW FOR TRAINING DATA SETS 
We conducted an interview with 20 applications users to obtain the data required to 

create instances (individuals) to our ontology. The elements of the ontology were used to 
represent a small daily user context of what could be considered a healthy person or not. This 
same data was used to train the neural network and to generate explanations. The interview 
TXHVWLRQV�DLPHG�DW�FROOHFWLQJ�EDVLF�SHUVRQDO�GDWD�UHTXLUHG�E\�WKH�DSSOLFDWLRQV��DV�XVHU¶V�age, 
gender, height, weight and healthConditioning), all part of 3HUVRQ¶V�class properties defined in 
our ontology. Moreover, we also collected user's daily exercise routine in terms of frequency, 
the objective of their adopted diet, the quality of their alimentation routine, the number of days 
a week that they are willing to eat healthy, and their idea about their current physical health. 
Moreover, we have the attribute gender (with 1.0 for women and 0.0 for men) and the 
classification of health (for our training, the healthy user will be represented with 1 and the 
unhealthy with 0). 

The interview questions were as follows: 

 A. What is your weight, height, gender and age? Moreover, choose one option that 
better describes your current health conditions: 

1 - Irregular/bad physical condition or with health pre-conditions; 
2 - Regular physical condition; 
3 - Good physical condition and no pre-conditions; 

B. How often could you say you exercise? Choose one option that better describes 
your answer: 

1 - Rather exercise; 
2 - Occasionally exercise; 
3 - Often exercise; 

C. In terms of diet and weight, what is your current objective? Choose one option that 
better describes your answer: 

1 - To lose weight; 
2 - To maintain weight; 
3 - To increase weight; 

D. Which alimentation quality routine do you identify yourself associated with? 
Choose one option that better describes your answer:  

1 - Irregular/bad alimentation quality; 

                                                 
20 https://play.google.com/store/search?q=Blood%20Pressure&c=apps&hl=en 
21 https://play.google.com/store/apps/details?id=arproductions.andrew.headachelog&hl=en 
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2 - Regular alimentation quality; 
3 - Good alimentation quality; 

E. How many days a week are you committed to having a healthy diet (0, 1, 3, 5 or 7 
days)? 

The complete mapping of properties and responses can be seen in Figure 17. 
Figure 17: Responses mapped into a spreadsheet for each property and individual, reaching their 

ILQDO�FODVVLILFDWLRQ�LQ�FROXPQ�µKHDOWK¶� 

 
An example of a healthy person is the instance Person-016, who exercises often, has a 

good alimentation routine, is willing to follow a diet 7 days a week, and already has a good 
physical conditioning (without any pre-conditions, such as cardiorespiratory health conditions 
or possible diabetes). This person was perceived as heaOWK\��LQ�RWKHU�ZRUGV��µKHDOWK¶� �����$V�D�
person considered unhealthy, the example of Person-002 earns health = 0, because he/she 
occasionally exercises, wishes to lose weight, has an unhealthy eating routine and is willing to 
devote only one day to a healthy diet. 

3.5 NEURAL NETWORKS EXPERIMENTS  
The main function of mHealth applications is to assess health data about their users. 

Our analysis showed that some of these apps try to relate this data to return simple interventions. 
However, more powerful conclusions are given by inductive reasoning processes, which can 
use this input data and indicate, for example, if mobile users have some cardiac problem or a 
high possibility to have such problems. Based on the parameters raised in the construction of 
the ontology, such as age, gender, stress level, blood pressure, among others; a case study was 
specified to show how an inductive reasoning process could use this data to make conclusions 
about mobile users. Moreover, the most important result of this stage of the research was to 
find an accuracy baseline that allows a comparison with the accuracies of explanations 
algorithms. 
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It is important to observe that the literature presents a lack of longitudinal and 
multidimensional studies in mHealth, Manea and Wac (2018). Thus, a proper dataset for 
experimentations is still not available. The study of the QoL Lab conducted by Manea et al 
(2019), for example, is one of the few ongoing efforts in such a direction. Therefore, the set of 
instances used in this experiment is only represented by the data obtained using our previous 
questionnaire. Apart from its small size (20 instances), it is enough to conduct some tests of 
concepts. 

For the construction of the Neural Network, this project used an open-source software 
called Weka22, developed at the University of Waikato (New Zealand). According to Hornik 
and others (2008) this software brings a comprehensive collection of machine-learning 
algorithms for data mining tasks written in Java and released under the GPL (General Public 
License). The experiment used an arff file, which stands for Attribute-Relation File Format 
(Weka input format). This file contains a list of instances representing the results of the 
questionnaires. The correspondent ontology representation of this file can be seen in Section 4, 
where the results are exposed. 

The experiment used the Multilayer Perceptron function, which is a traditional function 
used for Neural Network problems. The idea was to perform several tests to tune the network 
DQG�REWDLQ�DQ�³DV�EHVW�DV�SRVVLEOH´�DFFXUDF\��)LJXUHV����DQG����VKRZ�WKH�SDUDPHWHUV�XVHG�LQ�
this experiment. 

Figure 18: Multilayer Perceptron function and its parameters. 

 
During the experiment, the parameter trainingTime was set with different values, since 

this parameter defines how much time the algorithm will spend training. The longer is the time, 
the better the result tends to be. However, there is a saturation point and, after that point, longer 
times do not affect the accuracy. In addition to the trainingTime parameter, we also tested the 
algorithm by modifying the hiddenLayers parameter, which initially had its value set to 'a'. The 
value 'a' means the algorithm generates a number of hidden layers, defined by adding the 
number of attributes plus the number of classes, and then dividing by two, as described below:  

hidden_layers_amount = (attribute count + class count)/2 
Finally, the learningRate and momentum parameters were also modified in order to try 

better accuracies.  

                                                 
22 https://www.cs.waikato.ac.nz/ml/weka 
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Figure 19: Multilayer Perceptron parameters. 

 
Figure 20 shows the final arff file that represents the data collected in the interview 

(Section 3.4): 
Figure 20: Final arff file. 

 
Figure 21 shows all of the attributes used. In this case, we have nine input attributes and 

one output (health) with two possible values. This strategy is very poor in terms of data analysis, 
since it is a black box method, as earlier introduced in Section 2.5. This means that it is not 
possible to have an easy interpretation of these values, which, by the way, is one of the 
motivators of our research.   
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Figure 21: Attributes of the Neural Network. 

 
This experiment was important to exemplify a black-box technique and give a notion 

about the accuracy that an inductive reasoning process could obtain, considering this particular 
dataset. After this step, our next activities employed algorithms to generate explanations aimed 
at obtaining precisions as close as possible to the results of this case study (Section 4.4). 

3.6 GENERATING EXPLANATIONS WITH ONTOLOGY DATA 
The use of inductive reasoning is very common in the health area and the literature 

presents several approaches that use datasets to create classification and regression models. 
However, these models only return the final results (e.g., classification for new instances) so 
we need to specify additional methods that can explain how these results were generated. Our 
approach uses the complex structure of available background knowledge over the process of 
learning hypotheses. As this knowledge is represented in the form of ontologies, this 
explanation will be given as a logical formula ± class expression in DL ± where all (or as many 
as possible) positive examples are instances of this expression, while none (or as few as 
possible) negative examples are not instances of such an expression. To generate this type of 
explanation, we are employing the DL-Learner framework, which, conforming to Bühmann 
and others (2016), supports inference reasoning in the form of supervised machine learning, 
using OWL representations (ontologies) as background knowledge.  

In our study, the positive and negative examples are represented by the same data 
instances of the previous Weka experiment: healthy (as a positive example) and unhealthy (as 
a negative example). As this data is originally saved as an Excel datasheet, we employed a 
3URWpJp¶V�HPEHGGHG�SOXJLQ��FDOOHG�&HOOILH23, which automatically generates the instances of our 
ontology according to the data of this datasheet. The rules that control this import process are 
illustrated in Figure 22. 

                                                 
23 https://github.com/protegeproject/cellfie-plugin 
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Figure 22: Plugin to import data from spreadsheet into the ontology by setting rules to columns. 

 
 The DL-Learner configuration file contains as main parameters: the ontology name, 

negative instances, positive instances, algorithm to be used, noisePercentage, and 
maxExecutionTimeInSeconds. Part of this configuration file can be seen in Figure 23. 

Figure 23: Part of DL-/HDUQHU¶V�FXVWRPL]HG�FRQILJXUDWLRQ�ILOH��XVHG�WR�UXQ�WKH�H[SHULPHQW� 

 
To conduct the experiments regarding explanations, we first generated explanations 

using the original ontology as background knowledge. Secondly, we modified the ontology, 
including some unnamed classes. These changes and the ontologies will be discussed in details 
in Section 4.2. The concept of unnamed classes is very useful in ontologies because they can 
automatically classify instances in clusters that respect one or more constraints. For example, 
the unnamed class Adult represents a subset of persons that are in a specific age interval (>= 18 
and <= 59). 

The explanations were evaluated using qualitative (readability) and quantitative 
(accuracy and F-measure) metrics. The DL-Learner algorithms used to generate explanations 
in this study were the Class Expression Learning for ontology Engineering (CELOE) and EL 
Tree Learner (ELTL). The CELOE general idea as reported by Bühmann and others (2016) is 
to build a search tree based on a refinement operator and make use of a heuristic to find good 
candidates to look at. Meanwhile, ELTL is an algorithm optimized for learning trees using the 
idea of refinement operator.  

Figure 24 shows an example of DL-Learner output using as configuration values: 
alg.type = "celoe", alg.maxExecutionTimeInSeconds = 120 and alg.noisePercentage = 20.0. 
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Figure 24: First experiment execution, with the parameters alg.type = "celoe", 
alg.maxExecutionTimeInSeconds = 120 and alg.noisePercentage = 20.0. 

 

Figure 25 describes the parameters used as noisePercentage, which were used with both 
the original and modified ontologies. 

)LJXUH�����QRLVH3HUFHQWDJH�YDOXH�FKDQJHV�GXULQJ�WKH�H[SHULPHQW¶V�HYROXWLRQ� 

 
As previously discussed, the dataset used in this study consisted of 20 instances with 

10 attributes (9 inputs and 1 outcome), which are described as follows. This description already 
indicates the unnamed classes used to extend the original ontology: 

Ɣ A1 - age range, which is divided into three unnamed classes: Young (<18), Adult (18-
60), and Older (>60); 

Ɣ A2 - gender, which is divided into Male and Female unnamed classes;  
Ɣ A3 - KHLJKW�� LQGLFDWHV�WKH�LQGLYLGXDOV¶�KHLJKW�DQG�FDQ�EH�GLYLGHG�LQWR�WKUHH�XQQDPHG�

classes (low height (<1.65), medium height (1.65 - 1.75) and greater height (>1.75)); 
Ɣ A4 - ZHLJKW��ZKHUH�LW¶V�FRQVLGHUHG�WKUHH�XQQDPHG�FODVVHV��overweight, ideal weight and 

underweight), this value is also calculated by some apps considering the height of the 
user; 

Ɣ A5 - quality of kilograms ingested, which is divided into three unnamed classes (bad 
quality, regular quality and good quality);  

Ɣ A6 - related to the number of days a person spends on a healthy diet, divided into three 
unnamed classes (few days, weekdays and whole week); 

Ɣ A7 - indicates if individuals may have some health problem. We could have here some 
classes related to preconditions, like diabetes, pregnancy, high sugar levels and high 
blood pressure. For example, if the pressure property level is higher than 140 mm Hg 
value, then the instance can be considered as part of the HighBloodPressure class. 

Ɣ A8 - linked to the number of days that a physical activity is currently performed in a 
week, connected to a data property with three potential values: rather exercise, 
occasionally exercise and often exercise; 

Ɣ A9 - is related to a data property with three possible values: lose weight, increase weight 
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and maintain weight; 
Ɣ A10 - prediction attribute that indicates if individuals may have some health problem 

(true or false). 
More details are presented in Section 4. 
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4 RESULTS 
7KLV�FKDSWHU�GLVFXVVHV�WKH�UHVXOWV�RI�RXU�VWXG\��SUHVHQWLQJ�WKH�TXHVWLRQV¶�UHVXOWV��6HFWLRQ�

4.1); the final ontology (Section 4.2); the inductive reasoning process with Neural Networks 
using Weka (Section 4.3); the experiment with the generation of explanations based on 
ontology data results and DL-Learner (Section 4.4), and the analysis of experiment metrics in 
terms of qualitative readability and quantitative accuracy (Section 4.5).  

4.1 QUESTION RESULTS 
A. What are the advantages and disadvantages of applications that aid a user's life, 

according to user ratings and related studies?  
As people currently spend long times using or close to their smartphones, continuous 

actions of monitoring and assessment are now possible and can be conducted by mobile 
applications. In order, the mobile technology is able to generate proper just in time (right 
support at the right moment/context - location, and in the right amount) and customized (based 
RQ� DQ� LQGLYLGXDO¶V� RZQ� Serformance and goal) assessments and interventions. Figure 26 
exemplifies such examples of good assessments:  
)LJXUH�����8VHUV�HYDOXDWLRQ�IRU�WKH�DSS�³���'D\�)LWQHVV�&KDOOHQJH´��IURP�3K\VLFDO�+HDOWK�JURXS� 

 
6RXUFH��$SS�³���'D\�)LWQHVV�&KDOOHQJH´� 

According to the authors Ciman, Matteo, and Wac (2016), another advantage of 
mHealth applications is the pervasive and unobtrusive nature, compared to wearables, making 
LW� HDVLHU� IRU� XVHU� DFFHSWDQFH�� ,W¶V� SRVVLEOH� WR� PRQLWRU� DQ� LQGLYLGXDO
V� SDUDPHWHUV� ZLWKRXW�
wearables, which may cause users to feel uncomfortable or fear judgement from people. For 
example, the authors argue that when individuals are angry or stressed, they use smartphones 
differently and these differences can be used to computationally model and evaluate their stress 
state. Similarly to stress, several other QoL states can be unobtrusively obtained to monitor 
health parameters, while users carry out their daily activities.  

Improving QoL aspects with mobile health applications also have the potential to 
improve the well-being feelings, such as described by the next user evaluation (Figure 27), 
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where she states that she used to be afraid, but after using the app related to period tracking, 
she feels prepared:  

)LJXUH�����8VHU�HYDOXDWLRQ�IRU�WKH�DSS�³3HULRG�7UDFNHU´��IURP�+HDOWK�&DUH�JURXS� 

 
6RXUFH��$SS�³3HULRG�7UDFNHU´24.  

7KHUH¶V�DOVR�WKH�QH[W�UHYLHZ�ZKHUH�WKH�XVHU�HPSKDVL]HV�WKH�DSSV¶�VLPSOLFLW\�DQG�XVHU-
IULHQGO\�PDQQHU��DQG�UHDOO\�HQMR\HG�EHLQJ�LQ�FRQWURO�RI�WKH�DFWLRQV�WKDW�WKH�FXVWRPHU�WKLQNV�LW¶V�
best for him, deciding what to track and how often. Good emotions were also a result from this 
mHealth solution.  

2Q� WKH� RWKHU� KDQG�� WKHUH� DUH� DOVR� GLVDGYDQWDJHV�� )RU� H[DPSOH�� WKH� XVHUV¶� SULYDF\� LV�
becoming more exposed, and big data centers like Google are getting more information about 
their users. This is a critical issue when health data is considered. The own question of exposure 
FDQ�FDXVH�KDUP�WR�WKH�XVHU¶V�KHDOWK�LWVHOI� 

)LJXUH�����8VHU�HYDOXDWLRQ�IRU�WKH�DSS�³3URJUHVV�%RG\�7UDFNHU�	�+HDOWK´��IURP�'LHW�DSSOLFDWLRQ�
group. 

 
6RXUFH��$SS�³3URJUHVV�%RG\�7UDFNHU�	�+HDOWK´25.  

For some studies, it was necessary to fill out forms on a daily basis and continuously 
feed the databases with personal information. The invasion of privacy was also something that 
worried users, although the data is confidential. For example, the authors Ciman, Matteo, and 

                                                 
24 https://play.google.com/store/apps/details?id=com.period.tracker.lite 
25 https://apps.apple.com/us/app/progress-body-tracker-health/id583840813 
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Wac (2016) collected data on screen ON/OFF, SMSs (number, length, the number of receivers, 
etc.), calls (receivers, duration, etc.) and the user location. They also collected information 
about audio, physical activity and communication data gathered during a working day, and 
heart rate variability. In this research, authors could conclude that users are not so engaged 
when they need to respond to questionnaires.  

Based on the user rating from Figure 29, feelings of frustration may arise from the use 
of apps, mainly if the app is difficult to use or crashes frequently after a lot of effort has been 
given. This is important to show that bad applications can negatively affect the emotional state 
of their users rather than support them. 

Figure 29: User evaluation for the app Linkedin, from Social application group. 

 
6RXUFH��$SS�³/LQNHG,Q´26.  

Another problem that negatively affects the emotional state of users is the lack of a 
proper customer support, which leaves people feeling injured, disappointed and stressed, as 
exemplified in Figure 30. 

Figure 30: User evaluation for the app VSCO, from Social application group. 

 
6RXUFH��$SS�³96&2´27.  

 
B. Are there applications that connect more than one QoL dimension?  
Most of the applications evaluate attributes from different QoL dimensions. For 

example, some applications link the Emotional dimension to Physical Health, aiming to 

                                                 
26 https://play.google.com/store/search?q=linkedin&c=apps 
27 https://play.google.com/store/apps/details?id=com.vsco.cam 
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understand what activities are practiced (or not) and may reduce factors such as stress, anxiety, 
among others. Another case is that all applications related to Diet are also connected with 
Physical Health, just as the opposite also happens. This means that many applications from 
Physical Health are related to parameters that make reference to Diet. Moreover, there are many 
cases where these applications provide their users a kind of Social Network with awards and 
possible interactions with other users (who are not professionals in the area). Thus, people with 
some health objectives can meet others with similar goals and, together, they can seek to reach 
their purposes. Examples of such apps and interconnectivity were shown in Section 3.1. Based 
on our study, about 90% of applications consider more than one QoL facet, which motivates 
the specification of unified representations that can in fact support holistic processes of 
reasoning.  

C. What are the attributes most used by applications that link more than one group? 
Are there inputs that may be considered as more relevant?  

Following the QoL dimensions described in Figure 1 (Section 2.2), the most successful 
types of downloaded applications, according to the analysis of rated stars and evaluations, are 
the ones belonging to the Physical Health group. Furthermore, the inputs common to several 
apps were basic information related to the user, such as age, gender, weight and height, as they 
are very important to determine health conditions in medicine. For example, Figure 31 
illustrates attributes being requested for an app committed with heart conditioning.  

Figure 31: Attributes weight and height often requested by Physical Health related apps. 
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6RXUFH��$SS�³.DUGLD´28.  
By the frequency that such pieces of information are requested, they can be considered 

the most important attributes. However, depending on the application, other attributes can also 
be considered as essential for the application's success. For example, an important input within 
Diet applications was to know how the user's daily diet was. Differently, the frequency of 
exercises could be more relevant for physical activity apps.  

D. Is there a real impact reported by the use of these applications in daily life?  
7KHUH�LV�D�UHDO�LPSDFW�RQ�WKH�XVH�RI�DSSOLFDWLRQV�LQ�SHRSOH¶V�GDLO\�OLYHV��DV�WKH�XVH�RI�

smartphones is changing the way they behave, what they choose to do, how to do, and to show 
what they are doing. The amount of time that users spend on mobile phones only increases, and 
their impact on their real life is undeniable. The research has shown that domains with higher 
LPSDFW� LQ� XVHUV¶� OLYHV� DUH�� Social, Entertainment and Physical Health. These applications 
support the operationalization of new and current activities that are intrinsic to the user's life, 
as depicted in Figures 32, 33 and 34.  

)LJXUH�����8VHU�HYDOXDWLRQ�IRU�WKH�DSS�³0\)LWQHVV3DO´��IURP�'LHW�JURXS� 

 
6RXUFH��$SS�³0\)LWQHVV3DO´29.  

The image above describes an impact over nutrition and healthy habits, helping users 
to develop their diet plans and track calories for better health conditions. Figure 33 exemplifies 
another evidence of great impact in daily life activities, such as training. The user emphasizes 
the perfection of the app focused on workout, as he states that it pushes and motivates to 
accomplish goals. 

                                                 
28 https://apps.apple.com/us/app/kardia/id579769143 
29 https://apps.apple.com/us/app/myfitnesspal/id341232718 
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)LJXUH�����8VHU�HYDOXDWLRQ�IRU�WKH�DSS�³1LNH�7UDLQLQJ�&OXE´��IURP�3K\VLFDO�+HDOWK�JURXS� 

 
6RXUFH��$SS�³1LNH�7UDLQLQJ�&OXE´�� 

Another impact exemplified by Figure 34 is a report from a very satisfied user regarding 
the prevention and accessory of heart issues, where the user states that the app provides 
invaluable features and wonders how many lives have been saved from its use. 

)LJXUH�����8VHU�HYDOXDWLRQ�IRU�WKH�DSS�³.DUGLD´��IURP�3Kysical Care application group. 

 
6RXUFH��$SS�³.DUGLD´�� 

We can conclude that mHealth applications have positive impacts in specific health 
domains. However, its use for QoL as a whole is still challenging since such applications should 
involve the assessment of several attributes and consider all of them over holistic reasoning 
processes.  
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4.2 ONTOLOGY RESULTS 
While applications generate data, the health area is also proposing strategies to properly 

organize such data. The NESTORE project (2019), for example, defined an ontology model 
focusing on models for Healthy Older People, with the domains of Physiological Status, 
Physical Activity Behavior, Nutrition, Social Behavior, Cognitive and Mental Status. The 
intention is to provide customized coaching to support healthy ageing, creating the motivation 
to take care of health. Although these models are valid to the characterization of individuals 
regarding the QoL dimensions, their support for holistic reasoning is not clear since they do not 
present relations between concepts of different dimensions that should be considered together 
when inferences are conducted. The study conducted by Pramono and others (2013) is another 
example that proposes a recommendation system based on ontology, which provides physical 
activity/exercise recommendations for diabetic patients. The domains considered on the model 
were related to exercise types of different intensity, frequency, and duration in accordance with 
the patieQW¶V� FRQGLWLRQ� �DJH�� FRPSOLFDWLRQ�� ERG\� PDVV� LQGH[�� FDORULH� FRQVXPSWLRQ�� W\SH� RI�
diabetes). 

The ontology presented below (Figure 35) is the simplified version of our proposal, 
acquired from the studies of QoL facets, related mHealth apps, literature and iterative 
improvements. 

Figure 35: Simplified ontology. 
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This ontology is simplified because it is only showing the main classes. Its complete 
version has subclasses and instances that would not fit well for visualization. The full ontology 
version is available in this link30, but a preview is also available in Appendix. Using Protégé, 
the object properties below (Figure 36) were created to form relations between concepts: 

Figure 36: Object properties defining relationship between concepts. 

 
 

Figure 37 exemplifies a relation between the Person and ExerciseFrequency concepts, 
which indicates that a Person has an exercise frequency of one of the options defined as an 
enumeration by the ExerciseFrequency class: 

Figure 37: Relationship between two entities. 

 

7KURXJKRXW�WKH�RQWRORJ\��RWKHU�HQWLWLHV�KDYH�DQ�LPSOLFLW�³is a´�UHODWLRQVKLS��ZKHQHYHU�
a class is a subclass of another, such as Diet and DietObjective (subclass) classes (Figure 38). 

Figure 38: Class and subclass. 

 
In the complete ontology model, there are some differences in the visualization, as some 

classes (enumerated classes) have explicit instances in green, which are used as the unique 
possible instances of this class (Figure 39). Other examples of enumerated classes are: 
ExerciseCategory, ExerciseType, ExerciseName, DietType and DietObjectiveChosen. 

                                                 
30http://owlgred.lumii.lv/online_visualization/my45 
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Figure 39: Individual instances of ExerciseFrequency Enum. 

 

Regarding the properties, some of them are defined as functional. For example, the 
hasExerciseFrequency is a functional property, which means that only one instance of this 
relation is possible between instances of the involved concepts (relation 1:1). Other properties 
allow multiple relations (1:n). For example, hasGroupFood between Meal and FoodGroup. 
This means, a Meal is composed of one or more FoodGroups. Similarly, a FoodGroup has one 
or more relations with the Nutrients class. We also included data properties to the entities, 
representing the attributes identified during our previous literature and app analysis. The data 
properties are listed in Figure 40. 

Figure 40: Data properties defining concept attributes. 

 
Such data properties are linked to the classes they are related to. For example, the class 

Person (Figure 41) has the properties age, gender, height and others. 
Figure 41: Class Person and its attributes. 

 
We see this ontology provides an overview of different areas that impact each other and 

their relations. Considering this final model, it is possible to organize our knowledge base and 



 

 43 

specify the support for applications that intend, for example, to identify whether a person can 
be considered healthy or not. This process can be naturally conducted with the use of an 
inductive process.  

Some metrics generated by Protégé regarding the number of axioms and related data 
are presented in Figure 42. 

Figure 42: Ontology metrics generated by Protégé. 

 

4.3 NEURAL NETWORKS EXPERIMENTS WITH ONTOLOGY 
DATA 

Section 3.5 described the steps of this experiment, which used a dataset mapped to an 
arff file loaded by Weka. The Neural Network Multilayer Perceptron algorithm was chosen and 
then modified through their respective parameters. The parameters modifications and results 
obtained in the tests will be better explained in this section.  

As explained above, Multilayer Perceptron was employed as the inductive reasoner to 
create a model to classify persons as healthy or unhealthy. The accuracy provided by this model 
also gave a basis for the analysis of the explanations concerning their accuracies. Figure 43 
shows the parameters configured in Weka and its final accuracy result of 75.00%.  

Figure 43: Experiment parameters in Weka for 75% accuracy. 

 
Some parameters were modified trying to find a better accuracy. For example, the 

values 1, 10, 20, 100, 500, 800, 1000, 10.000 and 30.000 were used as the number of epochs 
(times that all dataset is used to training the network). The best value was defined as 500 (Figure 
44) since, after this value, the training was not able to improve the accuracy.  
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Figure 44: Results for the MultilayerPerceptron function with trainingTime of 500. 

 

 
Figure 45 illustrates the neural network architecture, which has thirteen, seven and two 

nodes [13,7,2] to respectively compose their three layers. Other architectures were also tested, 
such as the example in Figure 46. 
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)LJXUH�����0XOWLOD\HU3HUFHSWURQ�IXQFWLRQ�ZLWK�*8,�SDUDPHWHU�VHW�WR�µ7UXH¶� 

 
Figure 46: MultilayerPerceptron function with original hiddenLayers. 

 
The accuracy provided by this model is important to give a basis for the analysis of the 

explanations. In order, algorithms used to generate the explanations should balance precision 
and readability. Then, good explanations must present accuracies closer to the accuracy of the 
neural network, trying to maintain the readability of such explanations as clearly as possible.  
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4.4 GENERATING EXPLANATIONS WITH ONTOLOGY DATA 
For the generation of explanations in our study, we conducted two experiments through 

DL-Learner. The first experiment used the CELOE algorithm with 3 variations of 
noisePercentage parameter (0.0, 20.0 and 50.0). This attribute indicates the approximated 
percentage of instances that can be considered as noise and discarded from the process. The 
learning problem parameter was set with posNegStandard value (positives and negatives 
examples are used over the process of learning). The maxExecutionTimeInSeconds parameter 
was set to 120s for all cases. The second experiment used the same configurations, however 
employing the ELTL algorithm. 

A premise that we also intend to evaluate is if the explanations readability improves 
when more refined ontologies are used as background knowledge. For example, ontologies that 
use unnamed classes. Figure 47 (with CELOE algorithm) and Figure 48 (with ELTL algorithm) 
show the results for all these combinations. The Saturation time in such tables means the 
moment when new increases do not present significant accuracy gains. 

Figure 47: Experiment results with CELOE algorithm. 

 
Figure 48: Experiment results with ELTL algorithm. 

 
 It is well-recognized that medical datasets are often noisy and incomplete due to the 
difficulties in data collection and integration according to Sáez and others (2016). For this 
reason, we used values of 20% and 50% as the percentage of noise allowed within the dataset. 
However, such variations did not bring differences for our experiments due to the small number 
of instances. Regarding the Unnamed classes, we could observe small differences in the metrics 
between C1/C2, C3/C4, C5/C6 (on CELOE experiment - Figure 47) and between C7/C8, 
C9/C10, C11/C12 (on ELTL side - Figure 48). Even using the dataset with 0% noise (C1, C2, 
C7 and C8), there was only a small difference of 5% in terms of percentage regarding the 
accuracy. In terms of execution time (Saturation time), none of the cases deflected significantly 
from what was defined, with an average time of 2 minutes (maxExecutionTimeInSeconds = 
120s) per execution. For the CELOE experiment, our best F-measure was 85.7%, whereas for 
ELTL it was 82.76%, which is also a small difference. 
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It should be noticed that most data in our training dataset concerning the age is between 
18 and 60. Thus, the majority of explanations was directed to this group. Another point is that 
our collected data sample was very simple, making some explanations of the experiments very 
similar, so we brought only one of each case (Ci), for a general and more pertinent view of the 
data and explanations. 

Apart from C4, C6, C8, C10, C11 and C12 which have an equivalent explanation as the 
ones that are exposed, the other generated explanations can be read as: 

C1: (Adult or MediumHeight) and (weigh some decimal [<= 90]):  
This means that 80.00% of healthy persons are adults or medium height (which is 
between 1.65 - 1.75) and have less than (or exactly) 90 pounds.  

C2: (height some decimal >= 1.56) and (weigh some decimal [<= 90]):  
This means that 75.00% of healthy persons height is higher (or equal) to 1.56 and 
have less than (or exactly) 90 pounds.  

C3: (Adult and (not (MediumHeight))) or (weight some decimal [>= 72.9]) 
This means that 80.00% of healthy persons are adults and not medium height or 
weight higher than (or exactly) 72.9 pounds.  

C5:  (Adult and (not (LowHeight))) or (weight some decimal [>= 66.7]) 
7KLV�PHDQV�WKDW��������RI�KHDOWK\�SHUVRQV�DUH�DGXOWV�DQG�GRQ¶W�KDYH�ORZ�KHLJKW�
(which means having less than 1.65 in our study) or have weight higher than (or 
exactly) 66.7 pounds. 

C7: Adult and (hasExerciseFrequency some ExerciseFrequency) 
This means that 65.00% of healthy persons are adults and practice with some 
frequency physical exercise.  

C9: Adult and (hasDietObjective some DietObjective) 
This means that 75.00% of healthy persons are adults and have a diet objective. 

In general, this means that more than 80.00% of persons are classified as Adults, and 
from this group, approximately 61.12% are considered healthy. Also, regarding to height, the 
explanation results showed that heights between 1.65 and 1.75 are more likely to be healthy. 
Regarding weight, the results revealed that this property can be associated with height in order 
for the individual to be considered healthy or not. For example, a person with low height 
generally needs to have about 66.7 pounds to be recognized as healthy. Whereas a person with 
medium height would need more than 72.9 pounds and less than 90.0 pounds. 

 These explanations show that the use of unnamed classes (C1, C3, C5, C7, C9 and 
C11) improves the readability of the sentences, because rather than raw values, their semantics 
were used over the inductive reasoning. Moreover, in many cases, the qualification of the value 
(e.g., young, adult, or older) is more important than a simple value such as 25.5.  
 Next subsection discusses the accuracy of experiments, and also the quality of 
explanations generated as a result of our study. 
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4.5 DISCUSSION 
After performing three experiments (one with Neural Networks and two with 

explanation algorithms), we found that the use of a neural network was important to generate 
an accuracy baseline (75%) for comparisons with the results of explanations algorithms. 
Therefore, we configured the DL-Learner to use the same database than Weka, and 
demonstrated that we could provide outputs closer to the accuracy baseline. For example, using 
CELOE and ELTL algorithms, the results reached an accuracy of 80.00%, 75.00% and 65.00%, 
which are around the baseline of 75.00%. In practical terms, the ontology design must allow 
these results and this may be a new form to evaluate ontologies. 

About the explanations, the use of unnamed classes is another structural feature that 
affects the readability and the accuracy of explanations. The suggestion is to create unnamed 
classes that represent important domain concepts. For example, SugarRich and CholesterolRich 
could be concepts that aggregate value to our explanations. Therefore, several other classes 
could be created to cluster instances of the domain and emphasize their features.  

Algorithms to generate explanations, such as the examples discussed by Bühmann and 
others (2016), are also based on an inductive reasoning system inspired by inductive logic 
programming. Thus, their execution time is another factor that affects the explanations quality. 
Our experiments, for example, obtained explanations with maximum generation time of 120s. 
More details and accuracy could be obtained with further tests using different maximum 
generation time. However, we need more complete datasets to actually identify such 
improvements. 
  The experiments also showed that the algorithms can generate results that only present 
restricted explanations. For example, one of the explanations generated was: Adult and 
(hasExerciseFrequency some ExerciseFrequency). As ExerciseFrequency has three disjoint 
classes (occasionallyExercise, oftenExercise and ratherExercise), this explanation indicates 
that persons can be a member of any other class, rather than an exact class. Moreover, the 
algorithms also present a high number of configurations (CELOE for example, has about 30 
parameters) so their efficiency may also depend on the values of such parameters.  
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5. CONCLUSION 
The main contribution of this study is the proposal of a strategy to create background 

knowledge for mHealth applications that support holistic reasoning and explanations regarding 
the results obtained by means of inductive reasoning. For that end, we provided an ontology 
that integrates areas that are related and connected. We also discuss important elements that 
can affect the readability and accuracy of explanations, such as the use of unnamed classes and 
configuration of the explanation algorithms.  

 However, we recognize that for a better refinement of the explanations quality and 
prediction cases, there are some issues that can be improved. The number of people interviewed 
for the experiments database, together with a high variation of data (e.g., age variations), would 
make the outputs more robust and reliable. Thus, the dataset would be filled with balanced 
information and be in fact representative. Secondly, with a larger number of questions in the 
interview, and an extension of areas related to health (such as the areas removed from this 
research, such as Emotional FODVVHV���LW�ZRXOG�EH�SRVVLEOH�WR�KDYH�D�JUHDWHU�YLHZ�RI�XVHU¶V�IXOO�
context, their relations, and mutual influences. This extension could directly impact the 
explanations about some ideas that were not explored until now, such as habits, motivation and 
ERG\�DQG�PLQG¶V�KHDOWK��DOO�WRJHWKHU���)LQDOO\��VHYHUDO�RWKHU�H[SHULPHQWV�DQG�WKHLU�FRPELQDWLRQV�
could identify opportunities to extend the explanation algorithms. 

Extensions of this study intend to apply this research method in other health domains 
to verify the generality of the approach and investigate ways to link the concepts of the mHealth 
domain with traditional health ontologies. Thus, the background knowledge could be 
augmented, generating explanations with richer content. Moreover, it is intended to 
demonstrate the adequacy of the n-ary approach for temporal representation and their related 
explanations. Thus, complex time aspects (e.g., uncertain time and its relations), which are not 
naturally supported by ontologies, could be also part of the explanations. 
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APPENDIX  
 

Table 5: Physical Health application group. 

IOS  Android 

Nike Training Club - 5 starts  Stronglifts 5x5 - Weight Lifting & Gym 
Workout Log - 4.9 stars 

8fit Workouts & Meal Planner - 4.7 stars  Step Counter - 4.7 stars 

Seven, 7 Minute Workout - 4.8 stars Legs & Butt Workout - 4.6 stars 

Freeletics - Workout & Fitness - 4.6 stars 30 Day Fitness Challenge - 4.8 stars 

Sworkit Fitness & Workout - 4.7 stars  Daily Workouts - 4.7 stars 

Table 6: Health care application group. 

IOS  Android 

Sleepzy - 4.5 stars  Blood Pressure - 4.2 stars 

Kardia - 4.9 stars  PsicoTests - 4.6 stars 

Dental Drugs - 4.8 stars  Headache Log - 4.6 stars 

Pregnancy + - 4.8 stars  Period Tracker - 4.9 stars 

BabySparks - 4.7 stars  My Pregnancy - 4.4 stars 

Table 7: Spiritual application group. 

IOS  Android 

Zen - 4.9 stars  Headspace: Meditation & Sleep - 4.3 stars 

Calm - 4.7 stars  Law of Attraction Space - 4.7 stars 

Colorfy - 4.6 stars  �¶�0LQXWHV��,�PHGLWDWH�- 4.4 stars 

Daily Spiritual Quotes - 5 stars  Spiritual Me: Masters Edition - 4.6 stars 

Headspace: Meditation & Sleep - 4.9 stars Spiritual Transformation Daily - 4.5 stars 

Table 8: Educational application group. 

IOS  Android 

Duolingo - 4.8 stars  Daily Art - 4.8 stars 
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Linguee - 4.9 stars  Neuronational Memory Trainer - 4.4 stars 

HandTalk - 4.3 stars  GeoExpert - 4.4 stars 

HOMER Reading: Learn to Read - 4.5 stars Khan Academy - 4.5 stars 

Kids Academy Talented & Gifted - 4.5 stars Udemy - 4.6 stars 

Table 9: Diet application group. 

IOS  Android 

MyFitnessPal - 5 stars  Diet diary - 4.6 stars 

Lifesum - 4.8 stars  Dietbox - 4.7 stars 

WebDiet - 5 stars  Health Diet Foods Fitness Help - 4.6 stars 

Diet & Training by Ann - 4.9 stars  Calorie Counter - 4.5 stars 

Progress Body Tracker & Health - 4.6 stars Diet and Health - Lose Weight - 4.4 stars 

Table 10: Entertainment application group. 

IOS  Android 

Spotify - 4.8 stars  Prime Video - 4.4 stars 

Youtube - 4.7 stars  Cine Plus - 4.8 stars 

Shazam - 4.9 stars  9gag Funny Gifs - 4.6 stars 

Candy Crush Saga - 4.8 stars  Netflix - 4.5 stars 

Traffic Rider Moto Game - 4.6 stars  Tiktok - 4.5 stars 

Table 11: Social application group. 

IOS  Android 

Instagram - 4.8 stars  Tumblr - 4.6 stars 

Pinterest - 4.8 stars  Telegram - 4.4 stars 

Twitter - 4.8 stars  Linkedin - 4.2 stars 

Whatsapp - 4.7 stars  Tinder - 4 stars 

Snapchat - 4 stars  VSCO - 4.4 stars 

Table 12: Business application group. 

IOS  Android 
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Whatsapp Business - 4.8 stars  Tiny Scanner - 4.8 stars 

Google My Business - 4.7 stars  Business Card Maker - 4.5 stars 

The Economic Times - 4.5 stars  Box - 4.7 stars 

Logo Maker Shop - 4.7 stars  Square Point of Sales - 4.5 stars 

Mint Personal Finance & Money - 4.7 stars  Entrepreneur Business Ideas - Tools & 
Tutorials - 4.5 stars 

Table 13: Recreation application group. 
IOS  Android 

TripAdvisor - 4.8 stars  Booking - 4.8 stars 

Airbnb - 4.8 stars  Hoteis.com - 4.6 stars 

App in the Air - 4.6 stars  KAYAK - 4.5 stars 

Trivago - 4.8 stars  Packpoint List - 4.7 stars 

Regal: Movie Tickets & Times - 4.7 stars  BlaBlaCar - 4.6 stars 

Table 14: Productivity application group. 

IOS  Android 

Trello - 4.8 stars  Word Office - 4.5 stars 

Google Drive - 4.7 stars  Loop Habit Tracker - 4.7 stars 

Focus - Time Management - 4.6 stars  Social Media Post Maker: Planner & Graphic 
Design - 4.6 stars 

Google Calendar - 4.6 stars  Forest: Stay Focused - 4.5 stars 

Ebook Downloader - 4.6 stars  Dreamie Planner - 4.4 stars 

Table 15: Emotional application group. 

IOS  Android 

Zenklub - 4.8 stars  Youper emotional health - 4.7 stars 

Ponder - 5 stars  Diccionario Bio-Emocional - 4.6 stars 

Breath2Relax - 5 stars  Emotional Intelligence - Best Education App 
- 4.5 stars 

Evolue App - 5 stars  Mitra - 4.1 stars 
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Cíngulo - 4.9 stars  Discovering Emotions with Zeely - 4 stars 

Table 16: Tools application group. 

IOS  Android 

Adobe Acrobat - 4.7 stars  ColorNote - 4.8 stars 

Outlook - 4.7 stars  Dropbox - 4.3 stars 

Cam Scanner - 4.9 stars  AppBlock - 4.4 stars 

Microsoft Word - 4.8 stars  Night Clock - 4.2 stars 

C6 Bank - 4.6 stars  Mobi Calculator - 4.8 stars 
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Figure 49: Ontology - Part 1, rotated to the left. 
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Figure 50: Ontology - Part 2, rotated to the left. 
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Figure 51: Ontology - Part 3, rotated to the left. 

 
 



 

 

 
 


	c51d1a8f09c5a5b4ba76771f4df566951604d2ed69ae2c2d5641ccd31d75c44d.pdf
	e1491d8e11b830b68522f6f8c75468786bbd493748b5d948dc0842d051aa2359.pdf
	Automatically generated PDF from existing images.
	c8b0283df267d19761d68cccdff459afcd72ea4f70c1da2efc69d8d1c3d4ea4e.pdf
	FIGURE LIST
	TABLE LIST
	LIST OF ABBREVIATIONS AND ACRONYMS
	SUMMARY
	1 INTRODUCTION
	1.1 MOTIVATIONAL SCENARIO
	1.2 PROBLEM
	1.3 OBJECTIVE
	1.4 DISSERTATION STRUCTURE

	2 THEORETICAL FOUNDATIONS
	2.1 QUANTIFIED SELF
	2.2 QUALITY OF LIFE
	2.3 MOBILE HEALTH
	2.4 ONTOLOGY
	2.5 INDUCTIVE METHODS
	2.5.1 SUPERVISED LEARNING - CLASSIFICATION
	2.5.2 NEURAL NETWORKS


	3 RESEARCH METHOD
	3.1 mHEALTH APPS REVIEW
	3.2 RESEARCH QUESTIONS
	3.3 ONTOLOGY DESIGN
	3.4 USER INTERVIEW FOR TRAINING DATA SETS
	3.5 NEURAL NETWORKS EXPERIMENTS
	3.6 GENERATING EXPLANATIONS WITH ONTOLOGY DATA

	4 RESULTS
	4.1 QUESTION RESULTS
	4.2 ONTOLOGY RESULTS
	4.3 NEURAL NETWORKS EXPERIMENTS WITH ONTOLOGY DATA
	4.4 GENERATING EXPLANATIONS WITH ONTOLOGY DATA
	4.5 DISCUSSION

	5. CONCLUSION
	REFERENCES
	APPENDIX


	ABSTRACT em port
	e1491d8e11b830b68522f6f8c75468786bbd493748b5d948dc0842d051aa2359.pdf
	c8b0283df267d19761d68cccdff459afcd72ea4f70c1da2efc69d8d1c3d4ea4e.pdf
	FIGURE LIST
	TABLE LIST
	LIST OF ABBREVIATIONS AND ACRONYMS
	SUMMARY
	1 INTRODUCTION
	1.1 MOTIVATIONAL SCENARIO
	1.2 PROBLEM
	1.3 OBJECTIVE
	1.4 DISSERTATION STRUCTURE

	2 THEORETICAL FOUNDATIONS
	2.1 QUANTIFIED SELF
	2.2 QUALITY OF LIFE
	2.3 MOBILE HEALTH
	2.4 ONTOLOGY
	2.5 INDUCTIVE METHODS
	2.5.1 SUPERVISED LEARNING - CLASSIFICATION
	2.5.2 NEURAL NETWORKS


	3 RESEARCH METHOD
	3.1 mHEALTH APPS REVIEW
	3.2 RESEARCH QUESTIONS
	3.3 ONTOLOGY DESIGN
	3.4 USER INTERVIEW FOR TRAINING DATA SETS
	3.5 NEURAL NETWORKS EXPERIMENTS
	3.6 GENERATING EXPLANATIONS WITH ONTOLOGY DATA

	4 RESULTS
	4.1 QUESTION RESULTS
	4.2 ONTOLOGY RESULTS
	4.3 NEURAL NETWORKS EXPERIMENTS WITH ONTOLOGY DATA
	4.4 GENERATING EXPLANATIONS WITH ONTOLOGY DATA
	4.5 DISCUSSION

	5. CONCLUSION
	REFERENCES
	APPENDIX



	5619f4b66711feafcd7086b82f805bf5e3f088971ff901dc61c3a714f6ba6a6d.pdf
	c51d1a8f09c5a5b4ba76771f4df566951604d2ed69ae2c2d5641ccd31d75c44d.pdf

