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RESUMO

Esta pesquisa investiga como a Inteligéncia Artificial (IA) pode aumentar a
eficiéncia, a transparéncia e a eficacia do sistema de justica e do controle externo,
preservando garantias constitucionais essenciais, como o devido processo legal, a
motivagdo dos atos e a imparcialidade do julgador. Adotou-se abordagem
qualitativa e dedutiva, com levantamento bibliografico, analise doutrinaria e
normativa, além da revisdo de relatorios do TCE-PB e do Conselho Nacional de
Justica. Os resultados mostram que a IA promove celeridade e precisao, otimizando
decisdes e reduzindo falhas, mas também apresenta riscos éticos e juridicos, como
viés algoritmico, opacidade de sistemas e decisdes automatizadas sem supervisao
humana. Conclui-se que a IA deve atuar como instrumento de apoio, nunca
substituindo a fungéo critica do juiz ou auditor, sendo essencial regulamentacéo
especifica, supervisdo humana rigorosa e respeito aos principios constitucionais.
Assim, a IA se consolida como aliada estratégica do TCE-PB e do Judiciario,
fortalecendo a eficiéncia e a transparéncia sem comprometer a legalidade e a

justica.

Palavras-chave: inteligéncia artificial; imparcialidade do julgador; instrumento de

apoio; Tribunal de Contas da Paraiba; transparéncia.



ABSTRACT

This research explores how Artificial Intelligence (Al) can increase the efficiency,
transparency, and effectiveness of the justice system and external control, while
preserving essential constitutional guarantees such as due process of law, the
reasoned justification of legal acts, and the impatrtiality of the judge. A qualitative and
deductive approach was adopted, using a literature review, doctrinal and normative
analysis, in addition to a review of reports from the TCE-PB and the National Council
of Justice. The results show that Al promotes speed and precision, optimizing
decisions and reducing errors, but also presents ethical and legal risks, such as
algorithmic bias, system opacity, and automated decisions without human
supervision. The conclusion is that Al should act as a support tool, never replacing
the critical function of the judge or auditor. Specific regulation, rigorous human
supervision, and respect for constitutional principles are essential. Thus, Al is
established as a strategic ally of the TCE-PB and the Judiciary, strengthening

efficiency and transparency without compromising legality and justice.

Keywords: artificial intelligence; impartiality of the judge; support tool; Court of

Accounts of Paraiba; transparency.
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1 INTRODUGAO

O Direito € um dos fundamentos da vida social, pois € uma espécie de
regulador das relagbes entre as pessoas. Pertencendo ao seu nucleo, a ordem
juridica assegura justica, igualdade e seguranga juridica ao fornecer um quadro para
a acao, arbitrando nos conflitos de interesses. Mas, em um mundo caracterizado
pela globalizagdo, pela velocidade das mudangas sociais e pelo crescimento da
digitalizagdo, o uso do Direito requer ndo apenas o conteudo técnico das normas,
mas também a capacidade critica de interpretar a realidade e ajustar, se necessario,
os institutos juridicos as novas demandas sociais.

Na sociedade brasileira, por exemplo, o judiciario assume um papel muito
importante na defesa do Estado Democratico de Direito. O juiz, ao julgar, ndo se
limita a retornar ao significado literal da norma, mas deve equilibrar principios e
valores da constituicdo, bem como as consequéncias sociais de sua decisdo. Nesse
sentido, o mecanismo judicial vai além do conceito de simples subsung¢ado da norma
ao caso em questdo, exigindo raciocinio racional e transparente, sob o principio da
motivacédo das decisdes e do devido processo legal. Este principio esta embutido na
Constituicdo Federal (1988), especificamente em seu artigo 93, inciso IX, e na
novidade trazida pelo Cédigo de Processo Civil, principalmente o artigo 489, §1°, a
fim de garantir decisdes justificadas, permitindo compreensao, controle social e o
uso do direito jurisdicional de recurso.

Mas o século XXI trouxe desafios a justica, particularmente o problema da
sobrecarga de casos anteriores, a falta de celeridade na seguranga no
processamento de requisitos e a incapacidade de garantir eficiéncia e celeridade
processual. Nesse sentido, a introdugdo de aparatos tecnoldgicos, principalmente o
uso da Inteligéncia Artificial (IA), surge como um novo mecanismo para agilizar
processos, resolver gargalos e melhorar o funcionamento do Judiciario e dos érgaos
de controle. Nesse ponto, o Brasil também tem aderido a esse movimento,
comegando com ferramentas como o Processo Judicial Eletrénico (PJe), até o
sistema “Victor” no Supremo Tribunal Federal, passando pela area de controle
externo, ferramentas como as instituidas pelo Tribunal de Contas do Estado da
Paraiba (TCE-PB), como no caso do Observatério Online SARGES e do robd

Turmalina.
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Ademais, o uso da IA até agora ndo esta isento de criticas e riscos. Desse
modo, surge o debate juridico e ético subjacente a aspectos de opacidade
algoritmica, o risco de replicar preconceitos discriminatorios, a violagao do principio
do juiz natural e o perigo de decisbes automatizadas, sem um escrutinio critico
humano pertinente, sdo extremamente atuais. Logo, vale salientar que essas
ferramentas sdo boas, mas a tecnologia ndo pode operar em vez do julgamento
humano, caso contrario, a legitimidade e a imparcialidade do sistema judicial
permaneceriam em risco. E, portanto, necessario que seu uso seja regulamentado,
sob controle permanente e parametros éticos ndo devem ser supérfluos se nao
quisermos ver a inovacgao se tornar uma ameaca aos direitos humanos.

Considerando esse cenario, o problema de pesquisa que orienta este estudo
€ analisar a possibilidade de que o uso da Inteligéncia Artificial possa colaborar para
a eficiéncia, transparéncia e eficacia do sistema de justica e para o controle externo,
sem prejudicar as garantias essenciais da Constituicdo, como o devido processo
legal, a motivagdo dos atos e a imparcialidade do juiz. O estudo se justifica pela
importancia social e académica do tema. Primeiro, porque o uso da tecnologia
juridica é agora uma realidade irreversivel, que requer pensamento critico para
evitar excessos e que os recursos a ela relacionados sejam colocados a servigo dos
valores democraticos. Em segundo lugar, por outro lado, o trabalho do Tribunal de
Contas, em especial o do TCE-PB, constitui um exemplo expressivo de que se move
a modernizagdo em relagdo a sua natureza de corte, cuja analise precisa ser
amplamente realizada, pois trata-se de uma instituicao que tem influéncia direta na
gestdo do recurso publico e, consequentemente, na vida da comunidade.
Finalmente, porque a pesquisa alimenta o debate cientifico e prepara profissionais
do Direito conscientes de seu poder de transformacédo, ao mesmo tempo em que
preserva a tradi¢ao juridica e a inovagao tecnolodgica.

Este trabalho tem como objetivo geral verificar os efeitos da aplicagcao da
Inteligéncia Atrtificial na atividade juridica e de controle, no caso do Tribunal de
Contas do Estado da Paraiba, e investigar como essas ferramentas podem contribuir
para a transparéncia, eficiéncia e controle, sem, no entanto, violar principios
constitucionais que sustentam a atividade judicial e de controle externo. Quanto aos
objetivos especificos, visa: (a) investigar a intervencdo do jurista na tomada de
decisdes conscientes e fundamentadas; (b) analisar os principios constitucionais do

juiz natural e do devido processo quando expostos a utilizacdo da IA; (c) avaliar as
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possibilidades e riscos envolvidos na insergao de sistemas inteligentes no Judiciario;
(d) contrastar o desempenho do Tribunal analisado no campo da modernizagao
tecnolégica, através do uso de algumas ferramentas como o SARGES Online e o
rob6 Turmalina; e (e) propor reflexbes sobre os limites éticos e legais da
incorporagdo da IA na gestdo publica e no exercicio da jurisdicdo.
Metodologicamente, a pesquisa baseia-se em pesquisa qualitativa, mas aborda o
método dedutivo, apoiando-se em levantamento bibliografico, analise doutrinaria e
normativa e na revisao de relatorios institucionais do TCE-PB e dos documentos do
Conselho Nacional de Justiga. Isso porque se decidiu seguir esse caminho de
compreensao tedrica e pratica das bases legais desse tema, somando a isso as
experiéncias observadas no contexto de aplicagao no Brasil.

No que se refere a estrutura, o estudo esta organizado em trés capitulos
principais. O primeiro capitulo trata das fungbes do juiz e da necessidade de um
julgamento critico e fundamentado, destacando a relevancia do raciocinio juridico
aliado a sensibilidade social na pratica judicial. O segundo capitulo dedica-se a
analise da insercao da Inteligéncia Artificial no sistema de justica, examinando suas
potencialidades, limites e riscos éticos que acompanham sua implementacdo. Por
fim, o terceiro capitulo apresenta um estudo de caso sobre o Tribunal de Contas do
Estado da Paraiba, ressaltando as ferramentas tecnoldgicas adotadas, os impactos
e os desafios enfrentados, com especial atencdo ao robé Turmalina e ao
Observatorio SARGES Online.

Dessa forma, a presente pesquisa nao se limita a descrever os avancos
tecnolégicos aplicados ao Direito, mas pretende propor uma reflexao critica acerca
de seus impactos sobre o equilibrio entre inovagao e preservagdo dos principios
constitucionais. Dessa forma, o desafio consiste em compreender como
compatibilizar a eficiéncia proporcionada pelas ferramentas digitais com os valores
essenciais que sustentam o Estado Democratico de Direito, evitando que a pressa
pela modernizagdo comprometa a legitimidade das decisbes e a confiangca da
sociedade nas institui¢cdes.

Nesse sentido, o estudo ndo ignora que a realidade brasileira apresenta
peculiaridades que intensificam a urgéncia dessa discussdo. Afinal, o elevado
numero de demandas judiciais, a sobrecarga do Poder Judiciario e as constantes
denuncias de irregularidades na administragado publica demonstram que a adogéo de

instrumentos tecnoldgicos ndo € apenas uma opgado, mas uma necessidade para o
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fortalecimento da governanga e da justica. Todavia, a incorporagéo da Inteligéncia
Artificial deve ser acompanhada por parametros éticos, juridicos e sociais que
garantam que tais inovagdes nao resultem em arbitrariedades, desigualdades ou
esvaziamento das garantias fundamentais.

Portanto, ao investigar a utilizagdo da Inteligéncia Artificial tanto no Judiciario
quanto no Tribunal de Contas do Estado da Paraiba, este trabalho busca contribuir
para a consolidagdo de um debate académico que nao se restringe ao campo
tedrico, mas que possui implicagdes praticas e diretas na vida em sociedade. A
pesquisa pretende oferecer subsidios para que juristas, magistrados, auditores e
gestores publicos compreendam os limites e as potencialidades dessas ferramentas,
reconhecendo que a tecnologia, por si s6, nao garante justica, mas pode servir como
suporte estratégico quando orientada por principios constitucionais, transparéncia e
supervisdo humana.

Ademais, a relevancia do tema transcende os limites académicos, pois
envolve a propria concepgao de justica na contemporaneidade. Em um mundo cada
vez mais mediado por algoritmos e sistemas digitais, torna-se imprescindivel
assegurar que as decisdes que afetam direitos, liberdades e o patriménio publico
ndo sejam tomadas de forma mecanica ou desprovida de sensibilidade social.
Assim, a presente pesquisa assume também uma dimensao ética, na medida em
que ressalta a importancia da consciéncia humana como elemento indispensavel
para que a tecnologia seja um instrumento de inclusdo, e ndo de exclusdo; de
fortalecimento da cidadania, e nao de limitagcao de direitos.

Por fim, espera-se que este estudo contribua para o amadurecimento das
discussbes em torno do uso da Inteligéncia Artificial no Direito, incentivando a
formulacdo de politicas publicas, normas juridicas e praticas institucionais que
favorecam a construgdo de um sistema de justica mais agil, moderno e acessivel,
mas igualmente fiel aos valores democraticos. A compreensao equilibrada entre
inovagao tecnologica e respeito as garantias constitucionais € o caminho que
possibilitara ao Brasil ndo apenas acompanhar as transformag¢des globais, mas
também consolidar um modelo de justica que seja, ao mesmo tempo, eficiente,

legitimo e comprometido com a dignidade humana.



13

2 PAPEL DO JURISTA E CONSCIENCIA NA TOMADA DE DECISOES

No sistema juridico brasileiro, o jurista desempenha um papel crucial na
manutengcdo da ordem social e na garantia da justica, afinal em uma sociedade
diversa e em constante transformacdo, percebe-se que as leis, apesar de
fundamentais, ndo sdo capazes de abranger todas as situagbdes concretas do dia a
dia. Desse modo, a atuagdo do juiz se torna ainda mais relevante, ja que seu
trabalho vai além da simples aplicacdo das normas: é preciso interpretar a lei,
adapta-la as circunstancias e alinha-la aos principios constitucionais. Logo, o papel
do jurista no Brasil revela-se de grande importancia, uma vez que cabe ao juiz
interpretar e aplicar a lei de forma justa e objetiva. Para isso, é essencial que ele
compreenda o impacto de suas decisdes, unindo conhecimento técnico das normas
a percepcgao dos valores morais e sociais presentes em cada caso.

Gomes (2019) destaca que “o juiz deve ser um agente transformador na
prépria sociedade, arbitrando a justica em sua prépria consciéncia.” Além disso,
espera-se que o juiz seja um pensador critico, dado que seu proposito vai além da
aplicacdo da lei de forma mecanica. Sendo assim, ele tera que interpreta-la de
dentro, ndo apenas a luz de conceitos juridicos abstratos, mas em relagdo as
situagdes da vida real as quais essas normas se aplicam.

Assim, entende-se a urgéncia com que um magistrado reflete sobre as
consequéncias sociais de sua decisao, pois significa, de fato, que o que esta em
jogo no julgamento ndo é apenas a proximidade de questdes técnicas, mas uma
vida e direitos afetivos e corporais sobre pessoas reais. Dessa forma, cabera a
responsabilidade social preencher um componente da formagado de um julgamento
justo e consciente com maior sensibilidade, ética e transformag¢ao no Judiciario.

A fundamentagdo adequada das decisdes judiciais € essencial para que os
litigantes compreendam os motivos que levaram a sua prolagdo. Nesse sentido, o
artigo 93, inciso IX, da Constituicao Federal de 1988 estabelece que todas as
decisdes proferidas pelo Judiciario devem ser fundamentadas, sob pena de nulidade
e ineficacia. O Novo Cadigo de Processo Civil (NCPC), por sua vez, reforga essa
exigéncia no artigo 489, §1°, ao determinar que a decisao judicial deve expor de
forma clara e detalhada os fatos e fundamentos juridicos que embasam o
julgamento. Tais dispositivos evidenciam que a transparéncia e a clareza séo

principios imprescindiveis para o exercicio da jurisdigdo, uma vez que permitem a
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compreensao das bases legais e dos critérios adotados pelo magistrado, garantindo,
assim, decisdes objetivas, legitimas e alinhadas aos valores do ordenamento
juridico.

Segundo Junior e Thamay (2020, p. 55), defensores de que a fundamentagéao
obrigatéria proporciona transparéncia, “As fundamentagdes buscam esclarecer o
que levou o juiz a decidir de uma forma ou de outra para que as partes saibam.”
Isso, por sua vez, também permite uma oportunidade para a parte recorrer e provar
quao vazios eram os argumentos apresentados pelo juiz. Um dos principios é que a
motivacdo também é muito importante para o magistrado mostrar que entende sua
reivindicagao, permitindo o controle da parte e social sobre a jurisdigao.

Em segundo lugar, a conduta de julgamento nas decisGes judiciais deve
observar os precedentes e a doutrina juridica, pois ambos garantem continuidade,
estabilidade e segurancga juridica. O artigo 927 do Novo Cdodigo de Processo Civil
reforgca que juizes e tribunais devem seguir decisdes de tribunais superiores, como
sumulas vinculantes e julgamentos de recursos repetitivos, assegurando coeréncia e
uniformidade na aplicagdo do direito. Assim, o dispositivo fortalece a confianga no
sistema judiciario, demonstrando que as decisbes s&o fundamentadas em critérios
objetivos e reiterados pela jurisprudéncia. Além disso, levar em consideragao
decisbes passadas como referéncia ajuda extremamente na formacdo de uma
atmosfera de justica e equidade onde a aplicagdo da lei se torna mais unificada e
operacional dentro do sistema judicial.

Assim, ha varias atribuigdes para as quais o juiz estara desempenhando até o
pronunciamento do julgamento e é evidente que ele deve aplicar ndo apenas a lei e
precisa interpreta-la a luz da filosofia constitucional. Dentro de tal estrutura, sua
adesdo a bases éticas e empatia social aprimorando o desempenho foram
elementares, ponderando os efeitos materiais de suas decisbes em uma populacéo
inexoravelmente sob jurisdicdo. Além disso, € essencial que as decisdes sejam
transparentes, bem fundamentadas e publicamente disponiveis para que a
comunidade possa entendé-las.

Diante do exposto, a presenga de um juiz critico na administragdo da justica
constitui condicdo minima para a legitimidade dos julgamentos. Isso ocorre porque,
além de assegurar a legalidade das condutas das partes em litigio, o magistrado
exerce um papel transformador ao contribuir para a redugdo das desigualdades

sociais por meio da efetivacdo dos direitos fundamentais. Nesse contexto, podem
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ser utilizadas diferentes técnicas de decisdo. Por um caminho, o método
tépico-problematico propde que o juiz construa primeiramente a solugao juridica e,
em seguida, busque na lei a fundamentacdo correspondente. Ja o método
hermenéutico-concretizador — amplamente aceito — orienta que se parta da analise
da norma para, depois de interpreta-la, aplica-la ao caso concreto.

Afinal, “todo juiz, ao julgar, faz uso do processo hermenéutico, o qual devera
levar em consideragcdo aspectos sociais, culturais, politicos e ideoldgicos
persuasorios, como forma de superagdo da opressao instituida” (Souza, 2018, p.
154). Portanto, independentemente da técnica escolhida, é essencial que o
magistrado una rigor juridico e sensibilidade social, garantindo ndo apenas decisdes
corretas do ponto de vista legal, mas também efetivas para a promocéao da justica e

para o fortalecimento de uma sociedade mais justa e democratica.

2.1 O PRINCIiPIO DO JUIZ NATURAL E DEVIDO PROCESSO.

O sistema juridico brasileiro baseia-se em principios que garantem um
procedimento justo, imparcial e igualitario. Nesse contexto, o principio do juiz natural,
previsto no artigo 5°, inciso XXXVII, da Constituicdo Federal de 1988, assegura que
ninguém pode ser processado ou condenado sem denuncia ou queixa formal,
respeitando o devido processo legal, protegendo os individuos contra arbitrariedades
e garantindo legitimidade e previsibilidade as decisdes judiciais.

A fundamentacgao das decisdes, prevista no artigo 93, IX, da Constituigdo e no
artigo 489, §1°, do NCPC, garante transparéncia e objetividade, enquanto o respeito
a precedentes, conforme o artigo 927 do NCPC, promove coeréncia e seguranga
juridica. Além disso, os artigos 7° e 14 do NCPC asseguram ampla participacédo das
partes, boa-fé, cooperagcao, ampla defesa e o sistema adversarial, fortalecendo a
efetividade e a justica na prestacgéo jurisdicional. Dessa forma, este trabalho analisa
como o principio do juiz natural se articula com a fundamentagéo, os precedentes e
as garantias processuais, garantindo decisdes justas, imparciais e confiaveis no
sistema juridico brasileiro.

O principio do juiz natural, portanto, consiste em dar a todos o direito subjetivo
de que serdo julgados por um magistrado ja previamente determinado por lei,
impedindo o surgimento de instancias extrajudiciais com o propdsito de favorecer ou

desfavorecer alguém. Assim, €& indispensavel que o0 magistrado aja com
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imparcialidade, sem levar em conta conexdes pessoais e que suas decisdes estejam
dentro dos limites legais previamente estabelecidos na institucional, para que nao
ocorra arbitrariedade.

Assim, o principio do tribunal orgénico € uma necessidade que deve ser
atendida para evitar o que poderia levar a tribunais extraordinarios reais,
direcionados a julgamentos prevalecendo contra a lei processual estabelecida e
violando os direitos humanos. Portanto, o respeito ao seu juiz natural € uma barreira
contra o abuso de poder e uma garantia para ele obter justica.

Além disso, os direitos previstos no Artigo 14 também abrangem uma lista de
garantias essenciais confirmando que todas as pessoas estdo designadas a
participar abertamente e sem luta no procedimento que esta crescendo. Entre essas
garantias estdo o sistema adversarial e a ampla defesa, que produzem um elemento
de dados conectados que assegura as partes 0 acesso para responder aos seus
argumentos e produzir as provas necessarias em sua defesa. Nesse contexto, o
artigo 7° do Novo Cdédigo de Processo Civil reforga esses principios, ao determinar
que todos os sujeitos do processo devem agir com cooperagao, boa-fé e lealdade,
colaborando para que o processo alcance seu fim justo e eficiente. Nesse contexto,
a combinagdo do artigo 14 com o artigo 7° do NCPC evidencia que o sistema
processual brasileiro busca ndo apenas a formalidade, mas também a efetividade, a
transparéncia e a participagao equitativa de todos os envolvidos.

Como consequéncia, o artigo 5°, inciso LV, da Constituicdo Federal determina
que nenhuma decisdo sera tomada sem abrir uma oportunidade de defesa para
todos os envolvidos em um processo. Assim, o valor apoia a garantia de um
processo de julgamento neutro e transparente, onde todos tém a mesma
oportunidade de falar antes de se chegar a uma decisao.

Além disso, € impossivel escapar da ideia de que o principio do juiz natural e
o devido processo legal sao muito semelhantes, pois ambos buscam salvaguardar
os direitos fundamentais dos individuos, mantendo o procedimento justo, tranquilo e
legitimo. Tais principios criam uma garantia de que, apesar do potencial de anulagéo
de violagdes, as decisdes ndo resultam de arbitrariedade nem sao proferidas por
juizes parciais e incompetentes, o que € fundamental para a legitimidade do

trabalho. Portanto, nas palavras de Junior e Thamay (2020, p. 51):
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O devido processo € o guia mais importante a ser seguido pelas autoridades
de aplicagédo da lei, especialmente porque € o principio constitucional que
corresponde a todos os sistemas processuais, além de integrar outros
principios implicitamente [...], como igualdade; juiz natural; indefensabilidade
jurisdicional; sistema adversarial; regra de exclusdo de provas; natureza
publica dos processos; duplo grau de jurisdigdo e motivagdo para decisdes
judiciais.

Portanto, a efetividade do Estado Democratico de Direito depende
diretamente do respeito e da aplicagao dos principios da jurisdicdo e do devido
processo, visto que, esses principios sao essenciais porque garantem que todas as
decisdes judiciais sejam tomadas de maneira imparcial, justa e dentro dos limites
legais. Desse modo, a jurisdigdo assegura que cada caso seja analisado pelo juiz
competente, prevenindo abusos de poder e promovendo a ordem juridica, enquanto
o devido processo garante as partes o direito a ampla defesa, ao contraditorio e ao
respeito as normas legais, evitando arbitrariedades. Em conjunto, esses principios
fortalecem a confianga da sociedade no sistema judiciario, consolidam a legitimidade
das instituicdes juridicas e promovem tanto a justica quanto a estabilidade social.

Consequentemente, cabe ao Judiciario garantr cada vez mais
homogeneidade e protecdo desses principios, especialmente com os avangos
tecnolégicos e o uso crescente de ferramentas digitais que auxiliam os juizes na
tomada de decisbes, para que tal inovagdo nao prejudique a imparcialidade,

legitimidade ou igualdade no exercicio da jurisdig¢ao.

2.2 IMPLEMENTACAO DE IA NO SISTEMA JUDICIARIO

A introdugao da Inteligéncia Artificial (IA) no Judiciario representa um avango
significativo na modernizagdo do sistema de justica, promovendo maior celeridade,
eficiéncia e precisdo na analise de processos. No Brasil, essa tecnologia tem sido
aplicada, por exemplo, na triagem de processos, na analise de jurisprudéncia e no
apoio a tomada de decisbes, contribuindo para reduzir o acumulo de processos e
agilizar o atendimento a sociedade. Apesar dos desafios éticos e legais, a IA no
Judiciario brasileiro demonstra potencial para transformar positivamente a prestacao
jurisdicional. No entanto, para compreendé-la plenamente, € necessario examinar
seu desenvolvimento no contexto de como o direito se tornou online e comegou a se
assemelhar a um servigo de informagdo, em vez de apenas guiar os cidad&os. A luz

disso, deve-se notar que a internet mudou significativamente o acesso a informagao.
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Bancos de dados de leis e doutrinas estdo agora disponiveis para consulta, a
jurisprudéncia que antes estava armazenada em bibliotecas foi digitalizada junto
com cole¢gdes para que possa ser armazenada online sem a necessidade de copias
fisicas. Esta fase anunciou para muitos a transi¢ado de um Judiciario analogico para
digital, caracterizado por maior transparéncia, rapidez e visibilidade nos atos
processuais.

Conforme Lévy (1993), “A tecnologia digital amplia os meios de acesso e
dispersdo do conhecimento, o que tem repercussoes diretas tanto na forma como o
direito é feito quanto na sua aplicacédo.” Assim, o que costumava levar anos para ser
analisado e decidido, agora pode ser feito em alguns cliques no teclado. Nesse
sentido, a tecnologia facilitou significativamente a tomada de decisbées na esfera dos
servigos judiciais, contribuindo para a celeridade e eficiéncia processual.

Assim, a evolucdo do uso da internet pelo Judiciario representou uma fase
significativa de transformacéo digital na Justica brasileira. Este processo culminou
na adogao de tecnologias que revolucionaram o0 processamento processual,
particularmente através da adocdo de sistemas de litigios eletrbnicos. A
desmaterializagdo do digital tornou desnecessarias as copias e o sistema judicial
mais agil, eficiente e seguro. Além disso, abriu canais para uma comunicagao mais
eficiente entre as partes de um processo, advogados e tribunais por meio de
notificagdes e solicitacdes eletronicas.

Um motivo de celebracido nesse processo foi a introdugdo do Processo
Judicial Eletrénico (PJe) em 2010. Isso consolidou a internet como uma ferramenta
indispensavel para a justica no Brasil. Nesse contexto, a digitalizacéo foi além da

mera replicacao de documentos fisicos, como explica Tavares (2022, p.7):

Todos esses aspectos foram possibilitados pelo progresso tecnoldgico, que
permitiu ndo apenas a mera digitalizagdo, mas também a criagao digital de
documentos, com documentos emitidos em formato digital desde o inicio,
desmaterializagcdo prevista por lei, acesso legal a mais itens e a capacidade
de inclusdo em bancos de dados digitais. Isso facilita para qualquer pessoa
que tenha dificuldade em localizar o que precisa com apenas alguns cliques,
tornando a busca um processo mais eficaz.

Dessa forma, o ambiente digital que se estabeleceu no Judiciario brasileiro
langou as bases para a aplicagdo da Inteligéncia Artificial (IA) em uma escala
inimaginavelmente ampla na agao judicial. Nessas circunstancias, tecnologias como

aprendizado de maquina e algoritmos baseados em |A ndo apenas prometem
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inovacao futura na esfera judicial, mas também s&o cada vez mais capazes de lidar
com grandes massas de dados, reconhecer padrdes e, até certo ponto, contribuir
para a tomada de decisdes

Entre as principais aplicagbes dessa tecnologia, pode-se mencionar a
automacao de tarefas repetitivas, como filtragem de casos, redacao de peti¢gdes ou
identificacdo de questdes com impacto geral para todos, entendimento ja engajado
em malabarismos judiciais. E a tecnologia possibilita prever a duracdo meédia da
acao processual, explorar as praticas decisorias de certos 6rgaos e trazer decisdes
mais consistentes em casos semelhantes. Dessa forma, a inteligéncia artificial
contribuiu ndo apenas para a celeridade processual, mas também para a melhoria
do raciocinio por tras dos julgamentos judiciais.

No Brasil, o projeto de inteligéncia artificial "Victor", desenvolvido pelo
Supremo Tribunal Federal (STF) em parceria com a Universidade de Brasilia (UnB),
aplica tecnologias avancadas para otimizar a gestdo de processos judiciais,
especialmente na analise de recursos extraordinarios com repercussao geral.

Lancado em 2017, o projeto tem como objetivos principais aumentar a
eficiéncia e a transparéncia do Judiciario, automatizando a classificacdo de
documentos e a identificacdo de temas constitucionais relevantes. Além disso, a
utilizagdo da IA contribui para uma maior coeréncia e previsibilidade nas decisdes
judiciais, uma vez que o sistema é capaz de analisar precedentes, identificar
padrbes de argumentagdo mais eficazes e oferecer critérios objetivos que auxiliam
na tomada de decisdo, fortalecendo a administracdo da justica e aumentando a
confianga publica nos tribunais.

Apesar dessas vantagens, € importante enfatizar que a |IA deve ser usada
apenas como uma ferramenta auxiliar. Em ultima analise, a tomada de decisdes
finais permanece com o juiz, que mantém total autonomia e capacidade de
inferéncia. Isso requer outro senso de maturidade ética: aceitar o 6nus de néao
decidir (sozinho) e nao decidir eticamente.

Ironicamente, no entanto, embora a IA tenha entrado no Judiciario com a
promessa de trazer maior eficiéncia e racionalizagdo do processo, seu uso levanta
questdes éticas e praticas ainda mais importantes. Um dos principais perigos € que
a automacgao pode prejudicar a qualidade e a legitimidade das decisdes judiciais.

7

Quando um processo € analisado por sistemas programados sem consideragao
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pelas suas circunstancias especificas, ocorre o risco de cortar pilares fundamentais
da justica, como imparcialidade, precisédo e resultado previsivel.

Além disso, a falta de uma perspectiva humana profunda pode frustrar o
principio do juiz natural, que garante que todos recebam um julgamento justo e
honesto de um magistrado desinteressado previamente determinado de acordo com
a lei. Em outras palavras, mesmo que baseado parcialmente em algoritmos ou
padronizagao, o julgamento automatizado pode criar uma separagiao entre as
pessoas € a justica, degradando assim a confianga no sistema legal.

Um caso emblematico dessa preocupacgao ocorreu no Brasil ha ndo muito
tempo, quando uma juiza foi removida de sua posi¢cdo apds ser descoberto que ela
havia emitido sentengas padronizadas por maquina em milhares de casos. As
investigacbes revelaram que essas decisbes ndo levavam em conta as
peculiaridades de cada caso, sugerindo que os textos estavam sendo usados
mecanicamente e repetitivamente sem qualquer processo de pensamento. Como
resultado, seus habitos foram considerados uma forma de obter melhores marcas de
trabalho, e ela foi finalmente demitida de seu cargo. O incidente suscitou um novo
debate sobre as restricbes éticas ao uso de mecanismos que reduzem o
pensamento critico e a analise do proprio juiz na execugdo da jurisdigao
(CartaCapital, 2025).

Por outro lado, ha outro fator de risco que merece atencao especial: o
preconceito algoritmico. Como os sistemas de |A sdo educados com base em dados
histéricos — que muitas vezes refletem padrées sociais desiguais ou denegridores —
€ possivel que esses preconceitos sejam perpetuados, talvez involuntariamente.
Além disso, muitos sistemas operam de forma que é dificil de entender, pois seus
critérios sdo mantidos fechados para os de fora e eles trabalham no escuro sem
mostrar quaisquer regras sobre como as decisdes serdo tomadas.

Essas questbes fazem parte da ética algoritmica e ilustram a necessidade
urgente de regulamentacdo e monitoramento rigoroso das aplicagbes de IA no
Judiciario. Para que a tecnologia seja um agente benéfico, é imperativo que sua
implantagdo seja transparente, responsavel e respeite os direitos fundamentais.
Dessa forma, pode-se garantir que o acesso a justica continue justo, igualitario e
baseado em valores democraticos.

Em suma, a Inteligéncia Artificial Judicial, baseada em uma infraestrutura

digital acoplada a internet, representa um tremendo avancgo e, em certo sentido, um
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avancgo irrevogavel para a modernizacédo e melhoria do direito processual judicial.
Nesse sentido, seu uso deve ser guiado por ética, transparéncia e responsabilidade
organizacional, como ilustram as discussdes anteriores. A tecnologia deve ser vista
como uma ferramenta a servigo do judiciario e ndo em qualquer caso para substituir
o esforgo humano — especialmente o do juiz em particular, é falso dizer que afeta a

tomada de decisdes por l6gica impessoal.

2.3 LIMITES AO USO DE IA PELOS TRIBUNAIS BRASILEIROS NA TOMADA DE
DECISAO

Com o rapido desenvolvimento da tecnologia no judiciario brasileiro,
ferramentas de Inteligéncia Artificial (IA) estdo sendo usadas cada vez mais
frequentemente para lidar com o crescente volume de demandas juridicas. Em
particular, sao utilizadas em casos caracterizados por repeticdo e baixa
complexidade. No entanto, quando se trata da aplicagédo de ferramentas de IA na
tomada de decisdes judiciais propriamente ditas, surge uma série de questdes que
vao além da eficiéncia e rapidez. Sao questdes dos préprios principios que orientam
0 processo legal.

Nesse grupo de problemas, destacam-se possiveis violagdes das garantias
processuais estabelecidas; a saber, a separagéo do juiz de instrugdo da investigacéo
e julgamento; e o devido processo legal. Concomitantemente, mas em termos mais
recombinantes, surgem novos requisitos. Ha necessidade de transparéncia dos
algoritmos e de quem é responsavel pelo uso de decisdes automatizadas (Mendes,
2021).

Este é, de fato, um dos desafios centrais: "explicabilidade algoritmica", que
significa a capacidade de entender e justificar como um determinado resultado foi
alcancado pela IA. Muitas ferramentas baseadas em aprendizado de maquina sao
"caixas-pretas", dificultando discernir quais critérios foram usados na realizagao das
classificagdes ou recomendacbdes (Pasquale, 2015; Le Cun et al, 2015).
Consequentemente, essa falta de transparéncia pée em risco ndo apenas a logica
por tras da tomada de decisdo, mas também a confianga conjunta das partes no
sistema de justiga (Barbosa, 2022).

Outro aspecto sensivel se relaciona a responsabilidade por decisbes

automatizadas. Em uma situagdo em que um processo € moldado — de fato, talvez
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até determinado, por algoritmos, uma questdo fundamental ndo deve escapar ao
escrutinio; quem sera responsavel por quaisquer erros, omissdes ou erros judiciais?
O criador do sistema? A empresa que forneceu a tecnologia? O magistrado que usa
a ferramenta? Ou o préprio estado? Tal falta de uma cadeia de responsabilidade
definida representa um risco institucional, particularmente no caso de liberdades
graves (Freitas; Viana, 2020).

Além disso, persiste o problema da auséncia de regulamentagao especifica
para o uso de inteligéncia artificial na esfera judicial. Nesse contexto, sem
parametros claros, ha o risco de que a aplicagdo dessas tecnologias comprometa os
controles legais e a previsibilidade das decisbes. Ademais, nem sempre € garantido
que, quando os fundamentos sdo gerados por mecanismos automatizados, existam
razoes objetivas e compreensiveis que permitam a revisdo adequada das decisbes
(Ribeiro, 2021). Como consequéncia, essa lacuna pode resultar em fragilizagdo da
seguranga juridica, dificuldades extrajudiciais na contestacdo de decisdes e
estagnacdo de tribunais, pois torna-se praticamente impossivel verificar se os
principios constitucionais do contraditério, da ampla defesa e da separagao entre
investigacao e acusacgao foram efetivamente respeitados.

Além do mais, a utilizagdo da IA na jurisprudéncia judicial traz um risco
adicional: a possibilidade de criagao de precedentes ou “jurisprudéncias inventadas”.
Ou seja, trata-se de situagcbes em que sistemas automatizados podem gerar
fundamentos ou referéncias jurisprudenciais inexistentes, os quais podem ser
indevidamente incorporados a decisdes futuras, ampliando o potencial de erros e
distorcbes no sistema juridico. Portanto, esse fenbmeno reforgca a necessidade de
supervisao humana rigorosa e de regulamentacao especifica para a implementacao
segura da IA no Judiciario.

Além disso, persiste o problema da auséncia de regulamentacdo especifica
para o uso de inteligéncia artificial na esfera judicial. Nesse sentido, sem parametros
claros, ha o risco de que a aplicagado dessas tecnologias comprometa os controles
legais e a previsibilidade das decisbes. Ademais, nem sempre € garantido que,
quando os fundamentos sdo gerados por mecanismos automatizados, existam
razdes objetivas e compreensiveis que permitam a revisdo adequada das decisdes
(Ribeiro, 2021). Consequentemente, essa lacuna pode enfraquecer a seguranga
juridica, gerar dificuldades extrajudiciais na contestagdo de decisbes e provocar a

estagnacéo de tribunais, uma vez que se torna praticamente impossivel verificar se
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os principios constitucionais do contraditério, da ampla defesa e da separagao entre
investigacao e acusacgao foram respeitados.

Ademais, a utilizagcdo da |IA na jurisprudéncia judicial traz outro risco
relevante: a criagdo de precedentes ou “jurisprudéncias inventado ou seja, sistemas
automatizados podem gerar fundamentos ou referéncias jurisprudenciais
inexistentes, que, se incorporados indevidamente a decisbdes futuras, aumentam o
potencial de erros e distorgdes no sistema juridico. Portanto, esse cenario reforgca a
necessidade de supervisdo humana rigorosa e de regulamentacgao especifica para a
implementacgéo segura da |IA no Judiciario.

Portanto, & crucial ter critérios claros para o uso de inteligéncia artificial no
judiciario, para a participagcdo humana em todas as etapas da tomada de decisao e
para regras solidas. Nesse sentido, a tecnologia deve atuar como uma ferramenta
de apoio e nunca como um substituto para a analise juridica ponderada,
fundamentada e acessivel que caracteriza o desempenho judicial eficaz (CNJ, 2021;
OCDE, 2019).

Diante disso, embora a inteligéncia artificial represente um progresso
consideravel para a eficiéncia judicial, seu uso deve ser guiado pela cautela e
responsabilidade. A principal limitagcdo reside na falta de sensibilidade humana e
transparéncia de muitos sistemas, combinada com uma consequente incapacidade
de controlar e revisar julgamentos. Além disso, existem riscos ébvios de atropelar
garantias constitucionais obrigatérias. O uso de |A deve, portanto, sempre respeitar
principios constitucionais consagrados para garantir que a tecnologia sirva a justica -

nao de acordo com a tecnologia.

2.4 VIES ALGORITMICO E O IMPERATIVO DA JUSTICA

Um dos desafios éticos e legais centrais na aplicagao da inteligéncia artificial
(IA) ao Direito é a possibilidade de perpetuar preconceitos sociais por meio dos
chamados vieses algoritmicos. Como esses sistemas aprendem com dados
passados, eles podem herdar das decisdes humanas desigualdades e
discriminagdes ja presentes e reproduzir padrdes excludentes em vez de entregar
justica.

O sistema COMPAS (Correctional Offender Management Profiling for

Alternative Sanctions) € um instrumento desenvolvido nos EUA para auxiliar na
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tomada de decisbes em diferentes partes do sistema de justica criminal (mais
notavelmente: fianga, sentenca e liberdade condicional). Desse modo, ela € uma
ferramenta de avaliagdo de risco usada para determinar a probabilidade de um
infrator, apds ser introduzido no sistema de justiga criminal, reincidir. Apesar de ter
sido projetado para promover a objetividade e eficacia das decisdes judiciais, o
COMPAS foi alvo de criticas e as consideragbes éticas da tecnologia foram
questionadas.

Um relatério da organizagéo de jornalismo investigativo sem fins lucrativos
ProPublica descobriu que o sistema n&o apenas cometia erros graves em suas
previsdes, mas também conseguia espelhar precisamente os padrdes de viés racial
dos dados nos quais foi treinado. Nesse ponto, adescobertas “sugerem que um
adulto negro deve permanecer livre de crimes em uma medida muito maior do que
um adulto branco, para evitar ser considerado ‘alto risco’.” (ProPublica, 2016). Em
contraste, pessoas brancas eram muito mais propensas a serem consideradas
“baixo risco”, mas tinham uma taxa de reincidéncia comparavel a de pessoas
negras. Desse modo, essa discrepancia demonstrou que o algoritmo, em vez de ser
neutro, estava simplesmente amplificando as disparidades historicas que ja existiam
no sistema de justica americano.

No cerne dessa discussao esta o modo como os algoritmos de aprendizado
de maquina sao treinados. Isso porque os defensores dessas tecnologias muitas
vezes nao reconhecem que, independentemente da fonte utilizada para gerar os
modelos preditivos, os dados inevitavelmente carregam consigo preconceitos
sociais, institucionais e estruturais. Nesse sentido, no campo da politica de justica
criminal, essa realidade se manifesta de maneira ainda mais evidente.
Historicamente, as forgas policiais atuaram de forma mais rigorosa em bairros de
minorias e, como consequéncia, realizaram um numero maior de prisbes nesses
locais. Essas informagdes, por sua vez, ao serem incorporadas as bases de dados,
passaram a influenciar diretamente os resultados do algoritmo. Dessa maneira,
estabeleceu-se um ciclo de retroalimentagdo discriminatéria, em que a prépria
ferramenta tecnoldgica, em vez de reduzir desigualdades, acaba por reforgar as
disparidades que deveria mitigar.

Este experimento mental ilustrou uma tensdo mais ampla em torno do uso de
sistemas de IA em situagdes sociais particularmente sensiveis. A experiéncia do

COMPAS mostra que a aplicacdo da tecnologia na tomada de decisdes ndo esta
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isolada das demandas por transparéncia, auditoria e responsabilidade. Nao é
apenas um problema técnico, mas também ético e politico: mostra como uma
tecnologia digital, a partir de sua aplicagdo abusiva, pode servir para perpetuar
injusticas historicas. Desta forma, o caso COMPAS tornou-se uma referéncia sobre
as implementagdes cegas de algoritmos no dominio da justica e as continuas
reflexdes sobre tecnologia impulsionadas por direitos humanos e sociais sao criticas
nesta perspectiva.

Tudo isso deixa claro que os algoritmos ndo sao neutros. Eles refletem as
escolhas que as pessoas fazem: quais dados selecionar, como analisar. Assim,
quando a IA é usada para o direito, os principios que devem ser seguidos sao
transparéncia, verificabilidade, justica e ndo discriminagcdo. Sem esse controle
rigoroso, a tecnologia apenas reforgara injusticas enquanto as disfarca em nome da
objetividade.

Além disso, a Constituicdo Federal em seu artigo 5°, incisos XXXV e artigo
92, garante que a apreciagao de lesdes ou ameagas a direitos sera de competéncia
exclusiva de 6rgaos dotados de jurisdicao. Consequentemente, uma substituicado em
massa de juizes por sistemas automaticos ndo € compativel com a Constituigdo
Brasileira. A inteligéncia artificial pode servir como uma ferramenta auxiliar dentro do
processo legal, fazendo sugestdes com base em padrdes de decisbes passadas ou
organizando dados de forma mais eficiente. Mas sempre deve ser subserviente a
autoridade humana, e de forma alguma pode substituir o juiz de direito sem infringir
o devido processo legal e os principios cardinais da jurisdi¢ao.

Essa conclusao é reforgada pelo Conselho Nacional de Justica (CNJ) que na
Recomendagdao n° 332/2020 afirma que o uso de ferramentas tecnoldgicas
baseadas em |IA deve sempre respeitar valores fundamentais: dignidade humana,
direitos, justica e transparéncia, com o magistrado tendo a palavra final sobre o

mérito do litigio.

2.5 O PAPEL DA TRANSPARENCIA TECNICA E DA REGULAGAO ETICA NA
APLICACAO DA IA NO JUDICIARIO

O uso da inteligéncia artificial (IA) no Judiciario representa um avango
significativo para a promocédo da justica, na medida em que possibilita

procedimentos mais eficientes, audiéncias mais céleres e uma atuacgéo judicial mais
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bem informada. Entretanto, juntamente com esse progresso emergem desafios de
ordem ética, legal e técnica, especialmente no que se refere a necessidade de
transparéncia dos algoritmos empregados em decisdes influenciadas por sistemas
automatizados.

No setor judicial, a IA é usada para tudo, desde a classificacdo de casos e
recomendagdes sobre interpretagdes legais até anadlises preditivas baseadas em
aprendizado de maquina e aprendizado profundo. No entanto, quanto mais
complicados esses modelos se tornam, mais dificil € explicar como chegaram aos
seus resultados. Eles dao origem a algoritmos "caixa-preta" que confundem a
clareza e a confiabilidade das decisoes.

A Constituicdo Federal Brasileira, no artigo 93 (IX) e artigo 37, exige que
todas as decisdes judiciais sejam fundamentadas e os atos administrativos publicos
e eficientes. Consequentemente, sistemas que afetam a jurisdicdo devem ser
transparentes, caso contrario, infringem principios e direitos constitucionais, como o
contraditério e a ampla defesa. Como resultado, a automacgao judicial nao deve

apenas buscar eficiéncia; deve também ser compreensivel e sujeita a refutagao.

2.6 DIRETRIZES ETICAS E REGULAMENTACAO NACIONAL E INTERNACIONAL

A medida que a inteligéncia artificial ganha espaco no sistema judicial, o
Conselho Nacional de Justica (CNJ) emitiu a Resolugdo n° 332/2020, sobre as
regras para o uso ético e adequado da tecnologia judicial. De acordo com os
principios nela contidos, o elemento humano mais indispensavel em qualquer
decisdo automatizada deve ser o juiz, que sempre mantera sua autoridade final.

Os artefatos desenvolvidos também devem ser auditados e tal aplicabilidade
algoritmica incorporada, permitindo a compreensao de suas conclusdes, bem como
possiveis disputas a esse respeito. A regulamentacdo também exige que as
ferramentas sejam desenvolvidas por equipes interdisciplinares e diversas, além de
impor medidas rigorosas para prevenir preconceitos sociais nos dados e modelos.
Outro ponto importante € o compromisso de nao suplantar os tomadores de deciséo
humanos, mas sim fazer com que a IA atue apenas como uma ferramenta de apoio.

No nivel internacional, organizagdes como a Organizagao para a Cooperagao
e Desenvolvimento Econdmico (OCDE) em 2019 e a UNESCO em 2021 tém

trabalhado em uma série de recomendacbes e codigos voltados para a
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implementagédo segura e responsavel da IA. Ambas as organizagdes destacaram a
necessidade de supervisdo humana continua, promovendo justi¢a social, incluséo e
respeito aos direitos humanos, ao mesmo tempo em que explicam que a inovagao
tecnologica deve avancar de maos dadas com a salvaguarda dos valores
democraticos.

Em 2019, a OCDE apresentou um marco pioneiro ao estabelecer diretrizes
para o desenvolvimento estavel e ético da inteligéncia artificial (IA), fornecendo aos
paises membros um guia estratégico para a formulacdo de suas politicas
domésticas. Nesse contexto, o documento enfatiza que a inovagéao tecnoldgica deve
estar diretamente vinculada a protecao dos direitos humanos e a promociao de
praticas democraticas. Assim, ndo se trata apenas de assegurar que 0S avangos
técnicos prosperem, mas também de garantir que a sociedade usufrua de seus
beneficios.

Além disso, a OCDE recomenda que os governos incentivem investimentos
em pesquisa e desenvolvimento (P&D), apoiem a construcdo de bases de dados
abertas e abrangentes, com o maior volume possivel de informagdes disponiveis
como material de origem, e adotem praticas que preservem a privacidade, tanto de
dados pessoais quanto de segredos comerciais. Por conseguinte, a organizagao
defende que o ambiente de I|A seja estruturado como um ecossistema
compartilhado, supervisionado e conduzido dentro de quadros metodoldgicos
sustentaveis, capazes de conciliar inovagao tecnologica com responsabilidade social
e ética.

Em 2021, a UNESCO adotou a Recomendacéo sobre a Etica da Inteligéncia
Artificial, aprovada por 194 Estados-membros, incorporando valores como dignidade
humana, justica social, equidade e respeito aos direitos humanos. Seus principios
incluem transparéncia, explicabilidade, responsabilidade, seguranga, protegdo de
dados, sustentabilidade ambiental e supervisdo humana de decisbes automatizadas.
Nesse sentido, a recomendacdo orienta que a implementagcdo da I|A seja
acompanhada de politicas publicas que protejam direitos fundamentais e reduzam
desigualdades.

A combinacdo das iniciativas da OCDE e da UNESCO evidencia a
necessidade de alinhar desenvolvimento tecnolégico e ética. Enquanto a OCDE foca
no fomento a pesquisa, inovagdo e interoperabilidade, a UNESCO reforca a

centralidade dos direitos humanos e da ética. Dessa forma, ambas destacam a



28

importancia da supervisdo humana e de estruturas institucionais capazes de evitar
que a IA perpetue desigualdades ou comprometa a justica social. Logo, a
regulamentacdo internacional da IA ndo € apenas técnica, mas também ética,
politica e social, propondo que a inovagdo tecnologica seja instrumento de
fortalecimento da cidadania e de promoc¢ao do bem publico.

As recomendacodes da OCDE e da UNESCO influenciam diretamente politicas
nacionais, como no Brasil. Nesse contexto, o Conselho Nacional de Justica (CNJ)
incorporou esses principios na Resolucdo n° 332/2020, que regula ética,
transparéncia e governangca no uso de sistemas de IA no Judiciario. A norma
estabelece que qualquer tecnologia deve garantir a protegao dos direitos humanos,
assegurar supervisdo humana em decisbes automatizadas e possibilitar auditoria
transparente dos algoritmos.

Além disso, a Resolucdo determina que informacdes sobre finalidade,
funcionamento e dados utilizados nos projetos de IA sejam publicas, reforgando o
principio de controle humano continuo destacado pela OCDE e UNESCO. Nesse
sentido, decisdes judiciais ndo devem depender exclusivamente de maquinas,
preservando a dignidade e a legitimidade do processo. Desse modo, a atengéo
brasileira a inovagao tecnolégica também dialoga com a diretriz da OCDE de 2019,
que recomenda investimentos em pesquisa e desenvolvimento. Um exemplo
concreto é a Plataforma Sinapses, criada pelo CNJ, que integra projetos de IA nos
tribunais, promovendo interoperabilidade, economia de recursos e padronizacio
técnica. Ao mesmo tempo, a plataforma contribui para reduzir vieses e discriminacao
algoritmica, aproximando a pratica nacional das boas praticas internacionais.

Atualmente, existem barreiras significativas para alcancar o nivel desejado de
transparéncia na aplicagdo da inteligéncia artificial (IA) pelo Judiciario, mesmo com
0s avangos regulatérios. Uma das principais dificuldades é a complexidade técnica
dos algoritmos avangados, como os baseados em deep learning, uma técnica de
aprendizado de maquina que utiliza redes neurais profundas para identificar padrées
complexos em grandes volumes de dados. Esses algoritmos possuem milhares de
parametros interligados, o que torna dificii ou mesmo impossivel fornecer uma
explicacao simples sobre como as decisdes sao tomadas.

Além disso, a protecao de segredos comerciais, frequentemente reivindicada
pelas empresas desenvolvedoras para resguardar sua propriedade intelectual, limita

0 acesso a estrutura interna dos sistemas, criando riscos de opacidade e de justica
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privada. Essa situagdo é agravada pela auséncia de uma legislacdo federal
abrangente no Brasil voltada especificamente para o uso de IA no setor publico.

Diante desse cenario, a necessidade de transparéncia ndo se restringe
apenas a aspectos técnicos, mas envolve também questdes de seguranga juridica e
legitimidade institucional, garantindo que decisbées automatizadas possam ser
compreendidas, avaliadas e questionadas quando necessario.

Apesar de seus riscos e limitagdes, a inteligéncia artificial indubitavelmente
faz progressos substanciais na administracdo da justica. A automacao de tarefas
repetitivas, analises preditivas e padronizagdo de procedimentos ajudam a reduzir
atrasos processuais e a fazer melhor uso dos recursos humanos disponiveis. No
entanto, para que tais beneficios estejam em conformidade com os principios do
Estado Democratico de Direito, o uso da |IA deve ser limitado a parametros
constitucionais e éticos, com cada decisdo tomada com base nela sujeita a revisao
humana conforme especificado pelas diretrizes do CNJ. A tecnologia, portanto, deve
ser vista como um meio de fortalecer a justica, ndo como uma ameaga a sua
imparcialidade.

Portanto, estabelecer um Judiciario moderno implica encontrar uma
abordagem equilibrada que possa unir inovagéo tecnolégica com garantias legais,
protecdo dos direitos fundamentais e mecanismos de controle social. Sob essa
perspectiva, transparéncia, ética e supervisao humana convergem em componentes

essenciais que garantem a legitimidade da justiga automatizada.
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3 A MODERNIZAGAO TECNOLOGICA E O PAPEL DO TRIBUNAL DE CONTAS
DO ESTADO DA PARAIBA NA EFICIENCIA, TRANSPARENCIA E
FISCALIZAGAO DA GESTAO PUBLICA

O Tribunal de Contas do Estado (TCE) desempenha um papel essencial no
sistema democratico brasileiro, atuando como 6rgao responsavel pela fiscalizagao
das receitas e despesas publicas nos estados e municipios. Apesar de seu nome
sugerir vinculo com o Poder Judiciario, o TCE nao faz parte desse poder. Ele € um
orgao autbnomo, independente administrativa e financeiramente, e funciona como
auxiliar do Poder Legislativo no exercicio do controle externo da Administracao
Publica.

Cada unidade da Federacao brasileira dispde de seu respectivo Tribunal de
Contas, estruturado em inspetorias regionais que possuem a finalidade de
descentralizar e tornar mais eficiente o exercicio do controle externo. Ademais,
muitos desses Tribunais mantém ouvidorias que funcionam como canais
institucionais de interlocugdo entre o 6rgao e a sociedade civil. Por meio desses
instrumentos, cidadaos, sindicatos, associacbes e partidos politicos podem
encaminhar denuncias acerca de possiveis irregularidades na gestao administrativa,
como fraudes em procedimentos licitatérios, superfaturamento de contratos, desvio
de verbas publicas e outras condutas capazes de comprometer a eficiéncia e a
legalidade da administracéo.

Nessa perspectiva, €& relevante destacar que os Tribunais de Contas
desempenham papel essencial ao avaliar a regularidade da aplicagdo dos recursos
publicos, ao realizar auditorias, emitir pareceres prévios e, quando necessario, impor
sancdes que variam desde a aplicagdao de multas até o ressarcimento ao erario.
Consoante a essa fungdo sancionatoria, € igualmente significativo o papel
pedagogico exercido por tais érgdos, uma vez que promovem capacitacdo de
agentes, orientam gestores e difundem boas praticas administrativas, de modo a
prevenir irregularidades e fomentar uma cultura de integridade ( TCE-BA, 202).

Por conseguinte, sob o prisma democratico, os Tribunais de Contas
constituem instrumentos indispensaveis para o fortalecimento da governancga, da
transparéncia e da cultura de responsabilidade na gestdo da coisa publica. Nesse

sentido, a atuacao técnica e independente dessas instituicdes € crucial ndo apenas



31

para assegurar a legalidade e a eficiéncia das politicas publicas, mas também para o
combate a corrupgao e para o incremento da confianca social na Administracao.

Todavia, a despeito da relevancia de sua atuagao, a organizacgao institucional
dos Tribunais de Contas ainda € alvo de criticas consistentes, principalmente no que
concerne a forma de provimento dos cargos de conselheiros e a inexisténcia de um
orgao externo de controle especifico sobre essas instituigdes. No que tange a
composicao das cortes de contas, a Constituicao Federal de 1988 estabelece que
parte dos conselheiros deve ser indicada pelo Poder Legislativo e outra parte pelo
chefe do Poder Executivo (BRASIL, 1988). Essa modalidade de escolha, ao permitir
que agentes politicos indiquem aqueles que serao responsaveis pela fiscalizagao da
execugao orgamentaria e financeira do Estado, suscita questionamentos quanto a
independéncia e a imparcialidade dos julgamentos proferidos.

Nao obstante, recentes decisdes do Supremo Tribunal Federal, como a de
abril de 2025, vém reforgando a necessidade de observancia do principio da simetria
em relagdo ao Tribunal de Contas da Uniao, determinando que o preenchimento das
vagas obedeca a critérios técnicos, intercalando-se entre auditores, membros do
Ministério Publico de Contas e indicagbes do chefe do Executivo (STF, 2025). Tal
posicionamento jurisprudencial representa um avango, na medida em que busca
restringir a influéncia politico-partidaria na composi¢cao dos Tribunais de Contas,
privilegiando critérios de tecnicidade e qualificagao.

Além disso, cumpre salientar que inexiste, no ordenamento juridico brasileiro,
um orgao especifico responsavel pelo controle externo permanente dos Tribunais de
Contas. A fiscalizagao sobre sua atuacao ocorre de forma fragmentada, seja por
meio do Poder Judiciario, em especial o Supremo Tribunal Federal e o Superior
Tribunal de Justica, seja mediante a atuagdo do Ministério Publico. Essa lacuna
normativa e institucional configura um verdadeiro “vacuo de controle”, na medida em
que os Tribunais de Contas, embora exer¢cam poder fiscalizatorio expressivo sobre
os demais o6rgaos da Administracdo, nao estdo sujeitos a uma instancia
independente que assegure uniformidade, transparéncia e corregdo de eventuais
abusos.

Diante de tais consideragdes, observa-se que, ainda que os Tribunais de
Contas cumpram fungao indispensavel ao regime democratico, promovendo a boa
gestdo publica, prevenindo desvios de recursos e fortalecendo a confianga da

sociedade na Administracdo, os desafios relativos a forma de escolha de seus
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conselheiros e a auséncia de um controle externo especifico evidenciam a
necessidade de aprimoramento institucional. Assim, a adocido de critérios mais
técnicos e meritocraticos para a composi¢do dos cargos, aliada a criagdo de um
modelo de supervisao independente e articulado, poderia representar um avango
significativo em direcdo ao fortalecimento da legitimidade, da eficiéncia e da

transparéncia dos Tribunais de Contas no Brasil

3.1 A IMPORTANCIA DO TCE-PB PARA A EFICIENCIA E LEGALIDADE DA
GESTAO PUBLICA

O Tribunal de Contas do Estado da Paraiba (TCE-PB) € um érgéo critico no
sistema de auditoria externa, encarregado de garantir que os fundos publicos

estaduais e municipais sejam utilizados adequadamente.

Desde a fundagdo do Tribunal de Contas, suas atividades foram
estabelecidas como fundamentais para assegurar que a administracdo
publica utilize os recursos publicos de forma eficiente, eficaz e transparente,
conforme previsto nos artigos 70 e 71 da Constituicdo Federal de 1988, que
determinam a fiscalizagao contabil, financeira, orcamentaria, operacional e
patrimonial, bem como a emissdo de pareceres e comunicagdo de
irregularidades (BRASIL, 1988).

Para esse fim, o TCE-PB ndo se preocupa apenas em verificar nimeros e
analises financeiras, afinal, € também um 6rgdo educacional, orientando
supervisores e beneficiarios de subsidios, promovendo boas praticas de gestédo e
divulgando os resultados dos fundos aplicados.

Em resposta a passagem do tempo, a fungdo do Tribunal tem aumentado a
medida que a gestdo publica tem que lidar com tarefas cada vez mais variadas e
crescentes, por exemplo, o antigo modelo de supervisdo, baseado em visitas ao
local e busca manual de documentos, ndo conseguia acompanhar o volume de
informagdes que a governanga esta produzindo hoje e, portanto, é inadequado.
Desse modo, tornou-se necessario introduzir inovagdes tecnoldgicas, na forma de
novos métodos e ferramentas que sao muito mais rapidas e precisas em seu
trabalho de monitoramento.

Com a chegada da sociedade digital, a modernizagao tecnoldgica assumiu
um papel de lideranga para os orgaos publicos. Instrumentos como sistemas

informatizados, bancos de dados integrados, plataformas online e sites de
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transparéncia sdo todos passos muito significativos em termos de eficiéncia de
gestdo. No entanto, tecnologias mais sofisticadas, como a Inteligéncia Artificial (1A),
abrem novos horizontes, rompendo as restricdes impostas pela capacidade humana
de processar grandes quantidades de dados.

Diante do exposto, a IA tornou-se um recurso de alavancagem para o
TCE-PB que, por meio de técnicas de algoritmos e aprendizado de maquina, pode
rapidamente analisar grandes bases de dados; identificar padrées de risco potencial
antes que ocorram; e ajudar a gestdo a decidir com melhor capacidade de reacéo.
Dessa forma, o Tribunal pode concentrar suas acdes de supervisao, focando nas
secoes mais suscetiveis a irregularidades sem ter que depender apenas de
inspecdes pessoais e de histogramas ou graficos. Entretanto, embora tenha muitas
vantagens, o uso da Inteligéncia Artificial na administracdo publica ainda apresenta
problemas. Afinal, precisamos treinar o pessoal em como operar novas ferramentas,
garantir a seguranga da informacgéo e proteger dados sensiveis, além de fazer as
mudangas necessarias nos sistemas operacionais internos existentes para que
sejam compativeis com a nova situag&o tecnoldgica.

Portanto, uma das chaves para avaliar os beneficios ja alcangados, os
problemas encontrados e o curso futuro de como a IA é conduzida no TCE-PB
reside em entender como ela € utilizada rotineiramente dentro do TCE-PB. Desse
modo, este estudo propde que a IA ndo € apenas uma técnica em avango
progressivo, mas também um movimento estratégico para fortalecer a superviséo

externa e construir uma gestéo publica mais aberta, eficiente e cooperativa.

3.2 O PAPEL DO AUDITOR FISCAL NO TRIBUNAL DE CONTAS ESTADUAL E AS
CAUSAS JULGADAS.

O Tribunal de Contas Estadual (TCE) € um dérgédo essencial ao controle
externo da Administracdo Publica, responsavel por fiscalizar a aplicagcdo dos
recursos publicos pelos entes estaduais e municipais. Nesse contexto, destaca-se a
atuacao do auditor-fiscal de controle externo, profissional que exerce fungao técnico
instrumental de grande relevancia para a eficiéncia do tribunal.

O auditor fiscal é responsavel por realizar inspeg¢des, auditorias e analises
técnicas nas contas publicas, examinando se a utilizagdo dos recursos financeiros

respeita os principios constitucionais da administracdo, como a legalidade, a
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legitimidade, a economicidade, a eficiéncia e a moralidade. Ele analisa contratos
administrativos, licitagdes, convénios, folhas de pagamento, despesas com pessoal
e custeio da maquina publica, aléem de acompanhar a execugao orgamentaria e
financeira dos orgdos fiscalizados. Seu trabalho é eminentemente técnico e fornece
subsidios indispensaveis para que os conselheiros do TCE possam proferir
julgamentos fundamentados e justos.

As causas julgadas no ambito do Tribunal de Contas Estadual dizem respeito
a regularidade da gestao publica. Entre os principais processos, destacam-se: a
apreciacdo das contas anuais prestadas pelos gestores estaduais e municipais; a
andlise da legalidade de atos de admissdao de pessoal e concessdo de
aposentadorias; a fiscalizacédo de licitagdes e contratos administrativos; a verificagao
da correta aplicagdo de recursos provenientes de convénios e transferéncias
voluntarias; além de denuncias e representacbes acerca de possiveis
irregularidades na administragao publica.

Dessa forma, o TCE néo julga crimes ou conflitos de natureza civil, mas sim
atos administrativos relacionados a gestdo financeira dos recursos publicos. Suas
decisbes podem resultar em pareceres prévios para aprovagado ou rejeicdo de
contas, imputacdo de débitos aos responsaveis, aplicacdo de multas e
determinagdes para correg¢ao de falhas administrativas.

Em sintese, o auditor-fiscal exerce papel central na missdo do Tribunal de
Contas Estadual, atuando como agente técnico de fiscalizagdo e controle. Seu
trabalho fortalece a transparéncia, previne desvios de recursos e contribui para o
bom funcionamento da maquina publica. As causas apreciadas pelo TCE tém
natureza administrativo-financeira e estdo diretamente ligadas a probidade e a
eficiéncia da gestdo dos recursos que pertencem a sociedade, cumprindo assim

uma funcao essencial ao Estado Democratico de Direito.

3.3 APLICAGCOES DA INTELIGENCIA ARTIFICIAL NO TCE-PB

A atuagdo do Tribunal de Contas Estadual (TCE) e de seus auditores é
essencial para assegurar a legalidade, a transparéncia e a eficiéncia na gestao dos
recursos publicos, estando fundamentada na Constituicao Federal de 1988 (artigos
70 a 75), nas leis orgéanicas estaduais e em normas complementares, como a Lei n°
8.443/1992 e a Lei de Responsabilidade Fiscal (Lei Complementar n° 101/2000).
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Esses instrumentos conferem ao TCE a competéncia de fiscalizar a contabilidade,
as financas, o orcamento, a operacdo e o patriménio da Administracido Publica,
apoiando o Poder Legislativo no exercicio do controle externo.

Um exemplo claro dessa relevancia é observado nos julgamentos das
prestacdes de contas anuais de prefeitos municipais, nos quais o Tribunal verifica a
aplicagao dos recursos publicos conforme os limites legais, a destinagdo minima
para saude e educagdo, o cumprimento das regras de endividamento e a
regularidade dos processos licitatérios. Quando identificadas irregularidades graves,
o TCE pode emitir parecer prévio recomendando a rejeicdo das contas, aplicar
multas ou imputar débitos ao gestor, influenciando diretamente a decisdo do Poder
Legislativo e a trajetéria politica do responsavel.

A atuacdo dos auditores de controle externo é central nesse processo, pois
sdo eles que realizam auditorias, inspecdes e analises técnicas, produzindo
relatérios e pareceres que fundamentam as decisbes dos conselheiros. Assim, a
legislacdo que regulamenta o TCE e a atuagdo desses profissionais garante
seguranca juridica e eficiéncia ao controle externo. Por meio de julgamentos como
os de prestacdo de contas municipais, evidencia-se a fungao essencial do Tribunal
de Contas na defesa do patriménio publico, na promocao da responsabilidade fiscal
e na consolidagao da democracia.

A gestdo publica contemporédnea apresenta um nivel crescente de
complexidade, exigindo, portanto, mecanismos cada vez mais eficientes para
assegurar a correta aplicagdo dos recursos publicos. Nesse cenario, o Tribunal de
Contas do Estado da Paraiba (TCE-PB) tem se destacado pela adocédo de
tecnologias inovadoras, em especial a Inteligéncia Artificial (IA), com vistas a
aprimorar seus processos de fiscalizacdo e controle. Essa atuagdo encontra
respaldo na Constituicdo Federal de 1988, a qual, em seus artigos 70 e 71,
estabelece a competéncia dos Tribunais de Contas para exercer o controle externo
da administragao publica (BRASIL, 1988). Assim, a modernizacdo tecnoldgica do
TCE-PB busca fortalecer a transparéncia, a eficiéncia administrativa e a participacao
social.

Entre as ferramentas digitais implementadas pelo Tribunal, destacam-se,
sobretudo, o Observatério SARGES Online e o robé Turmalina, ambas voltadas ao
fortalecimento da transparéncia e a otimizagcdo da atividade fiscalizatoria. Nesse

ponto, o Observatério SARGES Online constitui uma plataforma desenvolvida para
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monitorar, em tempo real, a execucido orcamentaria e financeira dos entes publicos
municipais. Nesse sentido, ao utilizar recursos de IA, o sistema é capaz de analisar
grandes volumes de dados contabeis e financeiros, identificando inconsisténcias e
padrbes atipicos que podem sinalizar irregularidades. Além disso, o SARGES gera
relatérios detalhados que apresentam indicadores como: niveis de arrecadacao e
despesa, evolugdo da execugdo orgamentaria, regularidade dos empenhos,
liquidagbes e pagamentos. Dessa maneira, tais relatérios subsidiam nao apenas a
fiscalizacdo preventiva, mas também a prestagcdao de contas e a transparéncia das
acdes governamentais.

De forma complementar, o robé Turmalina, desenvolvido em parceria com a
Universidade Federal de Campina Grande (UFCG), realiza diariamente o
monitoramento dos portais de transparéncia dos 223 municipios paraibanos. Para
tanto, o sistema coleta e processa automaticamente dados relativos a receitas,
despesas, procedimentos licitatérios, contratos, convénios, quadro de pessoal e
pagamentos. Em seguida, aplica critérios legais definidos pela Lei Complementar n°
131/2009 (que alterou a Lei de Responsabilidade Fiscal — LC n°® 101/2000) e pela Lei
de Acesso a Informagéao (Lei n® 12.527/2011), atribuindo uma pontuagao que reflete

o nivel de conformidade de cada ente publico.

3.4 RELATORIOS DO ROBO TURMALINA

A instituicdo de grupos de monitoramento e desenvolvimento pelo TCE-PB,
conforme a Portaria TC n° 142/2025, evidencia a relevancia da supervisao continua
sobre a utilizacdo da Inteligéncia Artificial na gestao publica. Esse acompanhamento
permite ndo apenas o aprimoramento de ferramentas como o Robd Turmalina,
voltadas a transparéncia e a andlise de dados, mas também garante que a
implementacéo da IA seja realizada de maneira responsavel, eficiente e alinhada as
normas legais. Ao acompanhar de perto essas frentes estratégicas, o Tribunal
fortalece a qualidade das auditorias, assegura a confiabilidade das informagdes
produzidas e contribui para a prevencgao de irregularidades, consolidando a IA como
um recurso seguro e estratégico no controle externo.

Um exemplo dessa atuagédo pode ser observado no Relatério de Analise da
Prefeitura de Soledade (21/08/2025), elaborado inteiramente pela inteligéncia

artificial do Turmalina. Nesse documento, a unidade gestora obteve 100% de
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conformidade, com nota 10,0, em critérios como instrumentos de planejamento
(PPA, LDO e LOA), arrecadacgao de receitas, execugao de despesas, procedimentos
licitatorios, contratos, convénios e folha de pagamento. Assim, evidencia-se a
capacidade do sistema em avaliar de forma abrangente os requisitos legais
relacionados a transparéncia publica.

Ademais, esses relatérios sdo disponibilizados no portal do TCE-PB, o que
fortalece a transparéncia e permite 0 acompanhamento por cidadaos, pesquisadores
e orgaos de controle. Contudo, embora os relatérios gerados pelo robé Turmalina
representem um avancgo significativo, € necessario analisa-los de forma critica. Entre
os beneficios, destacam-se a rapidez, a padronizacdo e a eficiéncia: em poucos
minutos, o sistema consegue avaliar centenas de itens de todos os municipios, algo
impraticavel por meio de auditorias exclusivamente manuais.

Entretanto, a producéo dos relatorios € feita exclusivamente por inteligéncia
artificial, sem a intervencdo humana direta. Tal caracteristica, embora garanta
celeridade, pode gerar limitagdes na interpretagéo. Isso ocorre porque a IA atua de
forma binaria, registrando respostas do tipo “sim” ou “ndo” para cada critério legal.
Dessa forma, aspectos qualitativos, como a clareza da informagao, sua completude
ou a utilidade pratica para o cidadao, podem nao ser devidamente analisados.

Assim, embora o rob6é Turmalina deva ser compreendido como um
instrumento de apoio , ndo pode substituir a analise critica e contextual realizada por
auditores humanos. Nesse sentido, a integragdo entre automacdo e avaliagao
técnica tende a oferecer maior equilibrio entre eficiéncia e qualidade interpretativa na
fiscalizacao

Diante do exposto, pode-se afirmar que a utilizacdo de ferramentas como o
SARGES Online e o robé Turmalina tem contribuido significativamente para a
modernizacao do controle externo realizado pelo TCE-PB. Tais iniciativas ampliam a
transparéncia, otimizam processos e aproximam a sociedade da gestédo publica.

Contudo, é fundamental que a aplicacdo da IA seja acompanhada por
verificagdbes humanas, de modo a evitar interpretagbes mecanicas que nao
alcancem a complexidade da realidade administrativa. A conquista do Selo Ouro no
Ranking Turmalina por municipios como Tavares ilustra o éxito do modelo adotado,
mas também reforga a necessidade de que a conformidade técnica se converta em

praticas efetivas de participagao social e responsabilidade administrativa.
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3.5 TRANSPARENCIA E CONTROLE SOCIAL

Tradicionalmente, a atividade de auditoria no setor publico demandava a
analise minuciosa de extensos volumes de dados contabeis e financeiros, o que
consumia tempo e recursos humanos significativos. Com a incorporagéo da IA, essa
realidade foi alterada. O SARGES Online, por exemplo, utiliza algoritmos capazes de
processar grandes bases de dados em tempo real, identificando inconsisténcias que,
em outros tempos, dependeriam de auditorias presenciais demoradas.

Dessa forma, os auditores do TCE-PB podem direcionar seus esforgos para
as areas mais criticas, uma vez que o sistema automatizado ja realiza a triagem
inicial das informacdes. Essa auditoria automatizada nao substitui a analise técnica,
mas serve como um filtro prévio altamente eficaz, permitindo que os auditores
concentrem sua expertise em situagdes de maior risco ou complexidade.
Consequentemente, a eficiéncia do trabalho aumenta e a cobertura da fiscalizagao
se torna mais ampla.

Outro avancgo proporcionado pela IA refere-se a deteccao de irregularidades e
fraudes. O cruzamento automatico de dados financeiros e licitatérios realizado pelo
robé Turmalina permite identificar padrbes atipicos que podem sinalizar ilegalidades,
como superfaturamentos, direcionamentos de contratos, divergéncias em licitagdes
ou pagamentos suspeitos.

Enquanto os métodos tradicionais dependiam da revisdo manual e amostral
de documentos, a IA possibilita um exame integral e continuo de todos os registros
disponiveis. Isso significa que, ao invés de apenas verificar uma parcela limitada das
despesas, o TCE-PB passa a ter condigoes de monitorar 100% das movimentagdes
financeiras publicadas nos portais de transparéncia municipais.

Além disso, a utilizagdo de algoritmos de aprendizado de maquina possibilita
a identificagdo de situagdes recorrentes ou reincidentes, criando um histérico que
auxilia no direcionamento das auditorias futuras. Dessa forma, a |IA atua como uma
barreira preventiva contra fraudes, reforcando a credibilidade do trabalho do
Tribunal.

A otimizagao de processos internos é outro beneficio notavel da integracao da
IA as rotinas do TCE-PB. Tarefas repetitivas e de baixo valor agregado, como a
coleta e a organizagao de dados, foram automatizadas, liberando os servidores para

atividades mais estratégicas. Essa mudanca repercute diretamente na qualidade do



39

trabalho desempenhado, pois permite que os auditores dediquem mais tempo a
interpretacao critica das informacgdes e a formulagcado de recomendacdes.

Além disso, a analise de processos e relatérios, que antes poderia levar
semanas, agora € concluida em prazos significativamente menores. A automagao,
portanto, ndo apenas reduz o tempo necessario para a fiscalizagdo, como também
amplia a capacidade de resposta do Tribunal diante de eventuais irregularidades.
Com isso, a atuacdo do TCE-PB torna-se mais proativa, prevenindo desvios antes
que eles se consolidem em danos ao erario.

A |IA também desempenha papel crucial na promog¢ao da transparéncia € no
fortalecimento do controle social. O SARGES Online disponibiliza informacdes
detalhadas sobre a execugdao orgcamentaria e financeira dos entes publicos,
permitindo que cidadaos, jornalistas, pesquisadores e organizagcbes da sociedade
civil acompanhem e fiscalizem a aplicacao dos recursos publicos de forma direta.

De igual modo, os relatérios gerados pelo robd Turmalina sédo publicados no
portal do TCE-PB, com linguagem acessivel e sistematizada. Essa pratica
democratiza 0 acesso a informacgéo, pois viabiliza que qualquer cidadao compreenda
os resultados da fiscalizagao e identifique, de forma clara, o nivel de transparéncia
do municipio avaliado. Como resultado, a sociedade é estimulada a exercer um
papel fiscalizador ativo, complementando a atuagao institucional do Tribunal. Desse
modo, a integracdo da IA nas atividades do TCE-PB, portanto, ndo se limita a
modernizagdo tecnologica dos processos internos: ela representa também um
avango democratico, pois amplia os canais de participacdo social e fortalece os
mecanismos de controle da administragao publica.

Em sintese, a aplicacdo da Inteligéncia Artificial no TCE-PB transformou a
forma como os auditores desempenham suas fungdes. Ao mesmo tempo em que a
tecnologia agiliza e amplia a fiscalizagado, ela também promove maior transparéncia
e engajamento social. Entretanto, € importante frisar que, apesar de seus beneficios,
a |A deve ser vista como um instrumento de apoio, e ndo como substituto do olhar
critico humano. O equilibrio entre automacgéo e analise técnica continua sendo o
caminho mais adequado para garantir um controle externo eficiente, transparente e
socialmente responsavel.

Portanto, a utilizagao de ferramentas de Inteligéncia Artificial pelo Tribunal de
Contas do Estado da Paraiba tem se mostrado fundamental para a modernizagao do

controle externo e o aprimoramento da gestdo publica. Essas tecnologias permitem
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analisar rapidamente grandes volumes de informagdes, identificar irregularidades,
otimizar processos e fortalecer a transparéncia da administracdo. Além disso, a |IA
contribui para a prevencao de inconformidades, oferecendo um controle mais
proativo e confiavel sobre a aplicagdao dos recursos publicos. A percepg¢ao dos
gestores e servidores é majoritariamente positiva, reconhecendo a IA como uma
aliada estratégica que complementa o trabalho humano e aumenta a eficiéncia e a
transparéncia da fiscalizagdo. Dessa forma, a adogao de Inteligéncia Artificial no
TCE-PB evidencia avangos significativos na governanga publica, consolidando
essas ferramentas como recursos indispensaveis para uma gestao mais responsavel

e eficaz.



41

4 REGULAMENTAGAO DO USO DA IA

No contexto do Tribunal de Contas do Estado da Paraiba (TCE-PB),
observa-se a utilizagdo de sistemas de Inteligéncia Artificial, em especial o robd
Turmalina, que produz relatérios com base em grandes volumes de dados sem
supervisdao humana direta. Embora essa tecnologia represente um avango na
analise e no processamento de informacgdes, sua utilizagao isolada apresenta riscos
significativos. Caso uma decisédo judicial seja fundamentada exclusivamente em um
relatério gerado pelo robd, sem a analise critica de um profissional humano, ha a
possibilidade de que um advogado questione a validade do ato, alegando violagao
ao principio do juiz natural, podendo, inclusive, requerer a nulidade da deciséo.

Apesar dos avangos notaveis das ferramentas de IA, inclusive as mais
sofisticadas, € evidente que erros ainda podem ocorrer. Por essa razdo, a
regulamentagao do uso dessas tecnologias, aliada a analise criteriosa dos dados por
profissionais humanos, ndo é apenas desejavel, mas essencial. O proprio Conselho
Nacional de Justica (CNJ) enfatiza a necessidade de supervisao humana na
aplicacdo da IA no contexto juridico, reforcando que a tecnologia deve ser um
suporte, e ndo um substituto, da atuacao profissional.

No entanto, ainda nao existe legislacao especifica no Brasil que regule de
forma clara o uso da IA e as consequéncias decorrentes de sua utilizagao
inadequada ou excessiva. Evidéncias e numeros mostram que, mesmo em
situagbes aparentemente logicas, os sistemas podem apresentar falhas
significativas, reforcando a necessidade de cautela.

Nao se trata de condenar o uso da IA, pois essas ferramentas sao essenciais
para agilizar processos e otimizar decisdes. Todavia, é fundamental que o emprego
dessas tecnologias seja conduzido com responsabilidade, ética e rigor técnico,
preservando o zelo pelo direito, pela justica e pela protecdo da sociedade. A
regulamentacao, portanto, ndo € apenas uma recomendagido, mas uma necessidade
para garantir que a tecnologia contribua de maneira segura e confiavel ao

funcionamento do sistema judicial e administrativo.
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4.1 INTELIGENCIA ARTIFICIAL NO JUDICIARIO E A RESOLUCAO CNJ N°
332/2020

Apesar de ainda nao existir uma lei federal que discipline de maneira
sistematica a utilizacdo da Inteligéncia Artificial (IA) no Brasil, ja se observam
iniciativas normativas que procuram orientar seu uso no ambito do Poder Judiciario.
Entre essas, merece destaque a Resolugao n°® 332/2020 do Conselho Nacional de
Justica (CNJ), que estabelece parametros éticos e técnicos para a incorporagao da
IA em atividades judiciais.

O ponto central da normativa é reforgar que a tecnologia deve ser vista como
instrumento de auxilio, e ndo como substituta da atividade humana. Esse
entendimento se harmoniza com a propria funcdo do juiz dentro do sistema de
justica, cuja missdo nao se limita a aplicar a norma de modo automatico, mas
envolve interpretar a lei de forma critica e contextualizada. Nesse sentido, o
magistrado deve agir com consciéncia social, pautando-se em valores
constitucionais e principios éticos para garantir que suas decisGes preservem
direitos fundamentais e promovam a justica material

A experiéncia recente demonstra que a utilizagado da IA sem critérios claros
pode trazer sérios riscos. Além da possibilidade de vieses algoritmicos e da falta de
transparéncia nos métodos utilizados, ha ameaca direta a principios como o devido
processo legal e a garantia do juiz natural. Um episédio amplamente noticiado
ocorreu no Brasil, quando se constatou que decisdes judiciais estavam sendo
proferidas de forma padronizada por meio de sistemas automatizados, sem analise
individualizada das demandas. Esse caso acendeu o alerta para a necessidade de
regulacdo mais rigorosa e da preservagédo do protagonismo humano nas decisdes
(CARTACAPITAL, 2025).

A Resolugao n°® 332/2020, ao estabelecer diretrizes para o uso responsavel
da IA, determina que tais ferramentas sejam transparentes, auditaveis e explicaveis,
permitindo que os fundamentos que sustentam uma conclusdo possam ser
compreendidos e eventualmente contestados. Além disso, prevé que os projetos de
IA sejam elaborados por equipes diversas e multidisciplinares, justamente para
evitar a reproducédo de discriminagdes sociais e assegurar a prote¢cao da dignidade

humana.



43

Assim, conclui-se que a IA, quando regulada de forma ética e utilizada de
maneira responsavel, pode representar um valioso recurso para aumentar a
eficiéncia do Judiciario. No entanto, sua funcdo deve permanecer estritamente
auxiliar, uma vez que a decisdo judicial envolve elementos de ponderagao,
sensibilidade e consciéncia critica que ndo podem ser delegados a maquinas.
Somente a partir dessa perspectiva equilibrada é possivel assegurar que a
tecnologia fortalegca a confianga no sistema de justica e reforce o Estado

Democratico de Direito.

4.2 DIRETRIZES DA RESOLUCAO CNJ N° 332/2020 SOBRE O USO DE IA NO
JUDICIARIO

Apesar da auséncia de legislagdo especifica que discipline de maneira
sistematica a utilizagcdo da Inteligéncia Artificial (IA) no Brasil, alguns avancgos
normativos vém sendo delineados em determinadas esferas institucionais. Nesse
sentido, destaca-se a Resolugdo n° 332, de 21 de agosto de 2020, do Conselho
Nacional de Justica (CNJ), considerada um marco regulatério no ambito do Poder
Judiciario.

Tal resolugao estabelece principios e diretrizes voltados ao desenvolvimento,
a implementacdo e ao uso de solugbes baseadas em I|A nos processos judiciais,
buscando aliar eficiéncia e celeridade processual a observancia de valores
fundamentais, como ética, transparéncia, responsabilidade e protecao dos direitos
fundamentais. Trata-se, portanto, de um instrumento normativo que busca equilibrar
inovacao tecnologica e justica, mitigando riscos relacionados a vieses e falhas nos
sistemas automatizados.

Todavia, é necessario sublinhar que a aplicagdo da referida normativa
restringe-se ao Poder Judiciario, ndo possuindo carater vinculante para outras
instituicbes do sistema de controle, como os Tribunais de Contas (TCEs). Nessa
perspectiva, embora ndo exista obrigatoriedade de observéncia por parte dessas
cortes, a resolugdo do CNJ pode servir como importante referéncia para a
construcdo de parametros regulatérios proprios, orientando o uso ético e
responsavel da Inteligéncia Artificial no &mbito do controle externo.

A Resolugdo CNJ n° 332, de 21 de agosto de 2020, estabelece um conjunto

abrangente de normas para o desenvolvimento, implantagdo e uso de solugdes
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baseadas em Inteligéncia Artificial (IA) no ambito do Poder Judiciario. O obijetivo
principal € promover a eficiéncia e a celeridade processual, garantindo ao mesmo
tempo a transparéncia, a ética e a protecao dos direitos fundamentais, de modo a
equilibrar inovagéao tecnoldgica e justica.

No que se refere aos direitos fundamentais, a Resolucido destaca que todas
as solugdes de IA devem ser compativeis com a Constituicdo Federal e tratados
internacionais ratificados pelo Brasil (art. 4°), garantindo igualdade de tratamento a
casos semelhantes (art. 5°). Além disso, o uso de dados pessoais, especialmente os
sensiveis, deve observar rigorosas medidas de protegéo, incluindo anonimizagao
quando necessario, preservando o segredo de justica e respeitando a Lei Geral de
Protecdo de Dados (art. 6°). Esses cuidados visam evitar que decisdes judiciais
automatizadas comprometam direitos individuais ou gerem discriminagao.

A nao discriminagao € outro principio central. Antes de sua utilizacido, os
modelos de IA devem ser submetidos a processos de homologagao para identificar
possiveis vieses ou preconceitos que possam afetar os resultados (art. 7°, §1°).
Caso seja constatado viés discriminatério que nao possa ser eliminado, a Resolugao
determina a descontinuidade do uso do modelo, com registro formal das razdes
dessa deciséo (art. 7°, §3°). Essa exigéncia demonstra o compromisso do CNJ com
a equidade e a imparcialidade, mesmo diante de sistemas tecnoldgicos avangados.

A transparéncia é garantida pela obrigagdo de divulgar de forma clara os
objetivos, os resultados pretendidos, os riscos identificados e os mecanismos de
auditoria relacionados aos sistemas de IA (art. 8°). Além disso, decisdes judiciais
apoiadas por IA devem permitir supervisdo e revisao por autoridades humanas,
assegurando que a tecnologia funcione como um instrumento de apoio, e ndo como
substituto do magistrado (arts. 18° e 19°). Essa medida visa garantir que os cidadaos
compreendam que a |IA € uma ferramenta auxiliar e que a responsabilidade final
permanece com O juiz.

Quanto a governanca e qualidade, a Resolugao estabelece que todos os
modelos de IA devem observar regras de governanga de dados, registro no sistema
Sinapses, uso preferencial de software de cddigo aberto e interoperabilidade entre
sistemas (arts. 10° 12° e 24). Isso permite que os tribunais compartilhem
experiéncias, colaborem em solugdes comuns e aumentem a confiabilidade dos
sistemas. Adicionalmente, a Resolugao enfatiza a diversidade e interdisciplinaridade

nas equipes de desenvolvimento, contemplando género, raga, etnia, orientacéo
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sexual, pessoas com deficiéncia e profissionais de diferentes areas do conhecimento
(art. 20). Essa diversidade contribui para a redugéo de vieses e aumenta a qualidade
das solugdes tecnoldgicas.

A Resolugdo também aborda de forma detalhada a pesquisa,
desenvolvimento e implantacdo de modelos de |IA. Todos os projetos devem ser
comunicados ao CNJ, garantindo acompanhamento, fiscalizagdo e alinhamento com
normas éticas (arts. 21° a 23°, 28° e 30°). Projetos ja em andamento ou implantados
devem ser ajustados sempre que possivel, de modo a se adequarem as diretrizes
vigentes. Além disso, a cooperagao técnica com instituigdes publicas, privadas e
sociedade civil deve observar a protecéo rigorosa dos dados utilizados (art. 28°).

No que se refere a prestacdo de contas e responsabilizagdo, os 6rgaos do
Judiciario devem detalhar os responsaveis pelos projetos, os custos envolvidos, os
resultados efetivamente alcancados, as acdes colaborativas e a publicidade sobre
desempenho e riscos (art. 25°). Qualquer desconformidade com as normas pode
gerar investigagao e responsabilizagdo dos envolvidos (art. 26°), e todos os eventos
adversos devem ser informados ao CNJ (art. 27°). Essa prestagao de contas garante
que a implementacéo de IA seja transparente, auditavel e confiavel para a sociedade

Por fim, € importante destacar que essas diretrizes sdo aplicaveis
exclusivamente ao Poder Judiciario. Tribunais de Contas, como o Tribunal de Contas
do Estado da Paraiba (TCE-PB), ndo estdo obrigados a segui-las, dado sua
autonomia administrativa e financeira. No entanto, a ades&o voluntaria a essas boas
praticas pode contribuir para aprimorar a transparéncia, a ética e a eficiéncia da
gestao publica, garantindo que o uso de tecnologias avangadas esteja alinhado com
principios de justica e responsabilidade social.

Em sintese, a Resolugdo CNJ n° 332/2020 estabelece um marco normativo
abrangente, que equilibra inovagao tecnoldgica, eficiéncia processual e protegao aos
direitos fundamentais, destacando a importancia da supervisdo humana, da
diversidade, da transparéncia e da responsabilidade na utilizacdo de Inteligéncia

Artificial no contexto judicial.
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4.3 AUTONOMIA DOS TRIBUNAIS DE CONTAS FRENTE AS NORMAS DO CNJ
SOBRE IA

No Brasil, a Resolugdo CNJ n° 332/2020 estabelece orientacbes para a
adogao da Inteligéncia Artificial (IA) no sistema de justica. O documento enfatiza que
o emprego dessas ferramentas deve ocorrer em consonancia com valores
constitucionais, observando a protegcao de direitos, a clareza dos procedimentos e a
implementagdo de mecanismos de governancga e responsabilidade.

No entanto, é importante destacar que a Resolucdo CNJ n° 332/2020 se
aplica especificamente aos 6rgdos do Poder Judiciario. Os Tribunais de Contas,
como o Tribunal de Contas do Estado da Paraiba (TCE-PB), possuem autonomia
administrativa e financeira, conforme estabelecido na Constituicdo Federal. Essa
autonomia |hes confere a prerrogativa de organizar seus servigos e estabelecer suas
préprias normas internas. Portanto, embora a Resolu¢do do CNJ sirva como uma
referéncia importante, ela ndo impde obrigagdes diretas aos Tribunais de Contas.

No caso do TCE-PB, a implementagdo de solu¢des de |IA, como o robd
Turmalina, € uma iniciativa interna do Tribunal. Embora o CNJ recomende boas
praticas no uso da IA, a adesao a essas diretrizes por parte do TCE-PB é voluntaria.
Isso significa que, embora o Tribunal possa se beneficiar das orientagdes do CNJ,
ele ndo esta legalmente obrigado a segui-las. Essa autonomia permite que os
Tribunais de Contas desenvolvam solug¢des tecnoldgicas que atendam as suas
necessidades especificas, respeitando sua independéncia e capacidade de
autolegislagdo. No entanto, € recomendavel que, ao adotar tecnologias como a |A,
os Tribunais considerem as diretrizes estabelecidas pelo CNJ para garantir que suas
acdes estejam alinhadas com os principios de ética, transparéncia e
responsabilidade.

Em resumo, a Resolucdo CNJ n° 332/2020 oferece um marco normativo
valioso para o uso da IA no Judiciario, mas sua aplicagado direta aos Tribunais de
Contas nado € obrigatoria. Ainda assim, a ades&o voluntaria a essas diretrizes pode

contribuir para a melhoria da gestédo publica e a promog¢ao da justica e da equidade.
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4.4 A EFICACIA DO ROBO TURMALINA NO TRIBUNAL DE CONTAS DA
PARAIBA: ANALISE A LUZ DA ACAO PENAL ORIGINARIA N°
0000177-72.2020.8.15.0000 DO TJ-PB

A utilizacdo de ferramentas tecnoldgicas no ambito do controle externo tem se
mostrado um marco de inovagao institucional, especialmente com a implantagcéo do
robé Turmalina no Tribunal de Contas do Estado da Paraiba (TCE-PB). Essa
solugao de Inteligéncia Artificial vem sendo empregada para detectar, de forma
célere e precisa, irregularidades em processos de execugao or¢amentaria, financeira
e contratual, fortalecendo a fiscalizacdo preventiva e ampliando a eficacia da
atuacao da Corte de Contas.

Um dos aspectos mais relevantes do Turmalina €& sua capacidade de
cruzamento automatizado de informag¢des em larga escala, identificando situagdes
que poderiam comprometer a higidez orcamentaria e a regularidade administrativa,
bens juridicos tutelados pela legislagado de finangas publicas. Tal eficacia pode ser
observada, por exemplo, em situagdes analogas as enfrentadas pelo Tribunal de
Justica da Paraiba (TJ-PB), no julgamento da Ac¢do Penal Originaria n°
0000177-72.2020.8.15.0000, em que se reconheceu a gravidade de atos de gestao

sem o devido controle. No acordao, restou consignado que:

Resta evidente o dolo nas condutas, uma vez que era o réu o ordenador
Unico das despesas, foi aquele que determinou a prestacdo dos servigos
sem o prévio empenhamento e, ainda, com pagamento a maior do que o
total previsto contratualmente, mesmo com o aditivo de valor, sendo o
ndo empenhamento forma de evitar e retardar a ciéncia pelos 6rgaos de
controle de tal fato [...]. (Tribunal de Justiga da Paraiba, 2020).

Percebe-se, assim, que a auséncia de mecanismos céleres de controle pode
atrasar a deteccao de ilegalidades, comprometendo a responsabilizagao tempestiva
dos agentes publicos. Nesse sentido, o robd Turmalina se revela uma ferramenta
indispensavel, pois atua justamente para evitar que despesas sejam realizadas sem
o prévio registro, fornecendo aos auditores subsidios técnicos imediatos para analise
e deliberacao.

Por exemplo, em um relatério do TCE-PB, o robé Turmalina identificou a
auséncia de informacbes essenciais nos portais de transparéncia, como falta de

instrumentos de planejamento, processos licitatérios desatualizados e auséncia de
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informagdes sobre receitas e despesas, emitindo alertas para os jurisdicionados. O
relatério destacou que: “Pelo robé Turmalina deste tribunal, ndo foram atendidos
alguns itens em relacédo a transparéncia publica” (Tribunal de Contas do Estado da
Paraiba, 2019).

Portanto, a experiéncia do TCE-PB com o Turmalina refor¢ca a importancia do
uso da Inteligéncia Artificial no combate a praticas que atentam contra a
regularidade orgamentaria e financeira do Estado, alinhando-se as exigéncias legais
e as demandas sociais por maior transparéncia e eficiéncia na gestao publica.

A anadlise desenvolvida ao longo deste capitulo evidencia que o uso da
Inteligéncia Artificial no ambito do controle externo, notadamente com a experiéncia
do Tribunal de Contas do Estado da Paraiba (TCE-PB) e a implementagcédo do robd
Turmalina, configura um marco importante no processo de modernizagao
institucional. Assim, verifica-se que essa ferramenta é capaz de ampliar a
celeridade, a precisdo e a abrangéncia das atividades fiscalizatorias, respondendo,
portanto, as demandas sociais por maior transparéncia, eficiéncia administrativa e
combate as irregularidades na gestao publica.

Entretanto, embora os beneficios sejam inegaveis, os riscos associados ao
uso indiscriminado ou desregulado dessas tecnologias nao podem ser
negligenciados. De fato, a auséncia de supervisdo humana, a possibilidade de falhas
técnicas, a opacidade dos algoritmos e a dificuldade de contestacdo de decisdes
fundamentadas exclusivamente em relatorios automatizados representam ameacas
reais a principios basilares do Estado de Direito, como o devido processo legal, a
ampla defesa e a garantia do juiz natural. Nesse sentido, torna-se evidente a
necessidade de uma regulamentagao clara, consistente e abrangente que discipline
o uso da IA, estabelecendo limites, responsabilidades e mecanismos de fiscalizagao.

Além disso, a Resolugédo n° 332/2020 do Conselho Nacional de Justiga, ainda
que voltada especificamente ao Poder Judiciario, apresenta diretrizes que podem e
devem inspirar outras instituicbes, como os Tribunais de Contas, no
desenvolvimento de seus proprios parametros de governanga tecnoldgica. Dessa
forma, a observancia de principios como ética, transparéncia, explicabilidade dos
algoritmos, diversidade das equipes de desenvolvimento e supervisdo humana
continua constitui o0 caminho mais seguro para garantir que a inovagao tecnologica
atue como suporte, e ndo como substituto, da atividade profissional critica e

consciente.
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Por conseguinte, a experiéncia do TCE-PB com o rob6é Turmalina evidencia
tanto o potencial transformador da Inteligéncia Artificial quanto os desafios que ela
impde. Assim sendo, a adesao voluntaria as boas praticas normativas ja delineadas,
somada ao fortalecimento de uma cultura institucional comprometida com a
responsabilidade social e a protecdo dos direitos fundamentais, permitira que essas
ferramentas sejam utilizadas em beneficio da coletividade, evitando que se
transformem em instrumentos de insegurancga ou injustica.

Em sintese, conclui-se que a integracdo entre inovagédo tecnolégica e
regulagdo responsavel € condicdo indispensavel para que a Inteligéncia Atrtificial
contribua de maneira efetiva e legitima para o aperfeigoamento do sistema de justica
e do controle externo. Somente a partir desse equilibrio sera possivel consolidar um
modelo de gestdo publica que una eficiéncia e celeridade processual a preservacao

dos valores democraticos e a promogéao da justiga social.
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5 CONSIDERAGOES FINAIS

A presente pesquisa teve como nucleo investigativo analisar se 0 uso da
Inteligéncia Artificial (IA) como ferramenta consultiva processual no Tribunal de
Contas da Paraiba (TCE-PB) pode, em determinadas circunstancias, dar respaldo a
alegacéo de nulidade de suas decisdes judiciais. Partindo da analise dos principios
constitucionais fundamentais e do exame critico das praticas tecnolégicas ja
incorporadas pelo TCE-PB, foi possivel perceber que a questdo nao se limita a um
debate sobre inovacdo ou eficiéncia administrativa, mas envolve diretamente a
legitimidade e a validade dos atos decisérios praticados por érgéos de controle.

No decorrer do trabalho, observou-se que principios como o juiz natural, o
devido processo legal, o contraditério e a motivagdo das decisdes constituem pilares
do Estado Democratico de Direito. Esses elementos ndao apenas estruturam a
atuagao jurisdicional e de controle, mas também asseguram previsibilidade,
imparcialidade e transparéncia as decisdes. Qualquer inovagao tecnoldgica, para ser
valida, deve estar subordinada a tais garantias. Como ja decidiu o Supremo Tribunal
Federal em diferentes ocasides, a fundamentagcdo das decisdes é requisito de
validade e condicdo para o controle democratico das instituicbes. Assim, uma
decisao baseada exclusivamente em relatérios algoritmicos, sem a devida analise
critica do julgador, n&o se sustenta juridicamente, pois carece da motivagédo exigida
pelo art. 93, IX, da Constituicido Federal.

Nesse sentido, a investigagdo permitiu concluir que a utilizagdo da IA de
forma meramente auxiliar ndo compromete a validade das decisées do TCE-PB. Ao
contrario, contribui para a eficiéncia, a celeridade e a transparéncia do controle
externo, qualificando o processo decisério. Contudo, quando a tecnologia é utilizada
de forma a substituir o julgamento humano, esvaziando a func¢do critica dos
auditores e conselheiros, abre-se espago para a alegagdo de nulidade. A nulidade
decorre, nesse caso, da violagdo de principios constitucionais e processuais, que
asseguram ao jurisdicionado e a sociedade nao apenas o resultado da decisdo, mas
a garantia de que ela foi proferida por autoridade competente, imparcial e
fundamentada.

Exemplo disso é a exigéncia de que toda decisdo seja motivada de forma
clara e compreensivel. Sistemas como o rob6é Turmalina, embora eficientes na coleta

e analise de dados, operam com base em respostas binarias (“sim” ou “ndo”) e nao
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possuem capacidade de contextualizacado qualitativa. Se os conselheiros do TCE-PB
se limitarem a homologar tais relatérios sem exame critico, a decisdo podera ser
questionada judicialmente por auséncia de fundamentacéo idénea. Nesses casos, a
IA deixa de ser ferramenta de apoio e passa a representar risco a validade do ato
administrativo.

Do ponto de vista doutrinario, autores como Junior e Thamay (2020)
ressaltam que o devido processo legal € principio estruturante que assegura
legitimidade a todo o ordenamento processual, integrando garantias implicitas como
o contraditorio, a ampla defesa e a imparcialidade do juiz. Quando a decisédo é
tomada sem respeito a esses elementos, incorre em nulidade absoluta. Essa
interpretacao reforca a ideia de que a IA, ao interferir na tomada de decisao, deve
sempre permanecer subordinada ao crivo humano, sob pena de afronta a garantias
constitucionais inafastaveis.

No plano internacional, a Recomendagédo da UNESCO (2021) e as diretrizes
da OCDE (2019) convergem no sentido de que o uso da IA deve estar pautado em
principios de transparéncia, explicabilidade e supervisdo humana continua. Ambas
destacam que a tecnologia, quando aplicada a decisbes que afetam direitos
fundamentais, jamais pode substituir a analise critica do julgador. Esse entendimento
foi incorporado no Brasil pela Resolugdo n® 332/2020 do Conselho Nacional de
Justica, que impde limites éticos e técnicos ao uso da |IA no Judiciario. Ao transpor
esse raciocinio para o TCE-PB, percebe-se que os mesmos parametros devem ser
respeitados, ja que suas decisdes, embora n&o integrem a jurisdicdo classica,
produzem efeitos juridicos relevantes e impactam diretamente a gestdo de recursos
publicos.

A jurisprudéncia do Supremo Tribunal Federal também refor¢a a necessidade
de fundamentacao e imparcialidade como condi¢des de validade das decisbes. Em
casos envolvendo irregularidades em Tribunais de Contas, a Corte destacou que a
atuacao dessas instituicbes deve observar estritamente os principios constitucionais,
sob pena de nulidade. Desse modo, se ficar demonstrado que uma decisdo do
TCE-PB foi proferida com base exclusiva em relatérios automatizados, sem analise
critica, € plenamente possivel que sua validade seja contestada em sede judicia Por
outro lado, ndo se pode ignorar as contribuicbes positivas da |IA no ambito do
controle externo. Ferramentas como o SARGES Online e o rob6é Turmalina

ampliaram a capacidade fiscalizatoria do TCE-PB, permitindo monitoramento em
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tempo real de dados financeiros e licitatérios de todos os municipios paraibanos.
Esse avanco representa uma verdadeira revolugdo no combate a corrupcdo e no
fortalecimento da transparéncia publica. A automacgao de tarefas repetitivas liberou
auditores para analises mais estratégicas e qualificadas, tornando a fiscalizagao
mais eficiente e abrangente.

Dessa forma, a resposta ao problema de pesquisa nao € binaria. O uso da |IA
no TCE-PB nao implica, necessariamente, nulidade de suas decisdes. O risco de
nulidade surge quando a tecnologia extrapola sua fungdo consultiva e passa/ a
substituir o julgamento humano, violando principios constitucionais. Nesse contexto,
a chave esta no equilibrio: a IA deve ser compreendida como instrumento de apoio,
e nao como substituto da funcéao critica dos conselheiros e auditores.

Portanto, conclui-se que a compatibilizacdo entre inovacédo tecnoldgica e
garantias constitucionais € o caminho para que o TCE-PB atue de forma moderna e
eficiente, sem comprometer a legitimidade de suas decisdes. A nulidade nao é
consequéncia necessaria da |A, mas da sua utilizacdo inadequada. Com
regulamentacao clara, supervisdo humana rigorosa e respeito aos principios do juiz
natural, do devido processo, da motivagdo e do contraditorio, a tecnologia pode
fortalecer a governanga e a confianga social nas instituigdes.

Em sintese, este trabalho defende que a Inteligéncia Artificial deve ser
consolidada como instrumento de reforgco ao controle externo e a cidadania, mas
sempre sob o crivo da legalidade e da ética. Quando utilizada de forma responsavel,
a |A representa um marco de modernizagao; quando aplicada sem limites, pode
comprometer a validade das decisdes e gerar nulidades que fragilizam a
credibilidade institucional. A reflexdo aqui proposta, portanto, reafirma que a
tecnologia deve estar a servigo da justica e do interesse publico, e ndo o contrario.
Assim, o Tribunal de Contas da Paraiba tem a oportunidade de se tornar referéncia
em inovacgao responsavel, equilibrando eficiéncia tecnoldgica com a preservagao

dos principios que sustentam o Estado Democratico de Direito.
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